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T. N. Shiau 

J. L. Hwang 

Institute of Aeronautics and Astronautics, 
National Cheng Kung University, 

Tainan, Taiwan 

Generalized Polynomial Expansion 
Method for the Dynamic Analysis 
of Rotor-Bearing Systems 
77ie determination of critical speeds and modes and the unbalance response of rotor-
bearing systems is investigated with the application of a technique called the gen
eralized polynomial expansion method (GPEM). This method can be applied to 
both linear and nonlinear rotor systems; however, only linear systems are addressed 
in this paper. Three examples including single spool and dual rotdr systems are used 
to demonstrate the efficiency and the accuracy of this method. The results indicate 
a very good agreement between the present method and the finite element method 
(FEM). In addition, computing time will be saved using this method in comparison 
with the finite element method. 

Introduction 
Various methods for the determination of critical speeds and 

modes and the unbalance response of rotor-bearing systems 
have been developed and widely used during the past few 
decades. These methods may be categorized in two major 
classes. The first is the discretization method, which approx
imates a rotor system using a finite number of degrees-of-
freedom. In this case, the equations of motions are a set of 
ordinary differential equations. This category can also be di
vided into two techniques. One is the state vector-transfer 
matrix method (Myklestad, 1944; Prohl, 1945; Lund, 1967, 
1974a, 1974b). The other is the direct stiffness method (Ruhl 
and Booker, 1972; Dimaragonas, 1975; Gasch, 1976; Nelson 
andMcVaugh, 1976;Childs, 1978; Nelson, 1980; Adams, 1980; 
Childs and Graviss, 1982). These techniques have been suc
cessfully utilized to analyze the dynamic characteristics of rotor 
systems. The second is the analytical method (Gladwell and 
Bishop, 1959; Dimentberg, 1961; Eshleman and Eubanks, 1969; 
Lee and Jei, 1988), which treats the rotor system as a distributed 
parameter system with a set of partial differential equations 
describing the system motion. 

At the present time, the state vector-transfer matrix method 
is limited to linear frequency domain analysis and the direct 
stiffness method may be the only validated tool available for 
both linear and nonlinear time domain analysis. However, the 
use of the direct stiffness method may lead to high computation 
time and costs for large rotor systems. Kumar and Sankar 
(1986) proposed a new transfer matrix method for response 
analysis of large dynamic systems. Gu (1986) introduced an 
improved transfer matrix-direct integration method to deter
mine the critical speeds and unbalance response. A method 
combining the methodologies of finite elements and transfer 
matrix has been applied (Subbiah et al., 1988) for the transient 
dynamic analysis of rotors. In addition, Crandall and Yeh 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, 
Orlando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
January 18,1991. Paper No. 91-GT-6. Associate Technical Editor: L. A. Riekert. 

(1986, 1989) proposed a modeling approach for the multirotor 
system. It generates the internal modes of each rotor com
ponent without solving the eigenvalue problems. Each mode 
of the rotating shaft is represented by fourth-order polynomials 
with piecewise constant coefficients. It is noted that for the 
finite element method (FEM) the deformation of a rotating 
shaft using a typical beam element is described by third-order 
polynomials with piecewise constant coefficients. Also, these 
coefficients are expressed as functions of the deflections at 
node points. 

In this paper, the analysis method introduced by Shiau and 
Hwang (1989) has been modified and is called the generalized 
polynomial expansion method (GPEM). The method approx
imates the displacements of an entire rotating shaft in the global 
assumed modes sense with (A^ - 1) th order polynomials with 
time-dependent coefficients. This is different from the finite 
element method in a subdomain sense and from the modeling 
approach proposed by Crandall and Yeh (1986, 1989). The 
present approach can be applied to both linear and nonlinear 
rotor-bearing systems. The application of the GPEM to non
linear systems has been investigated and submitted for pub
lication (Hwang and Shiau, 1989). The efficiency and the 
accuracy of using this method will be demonstrated through 
examples. The critical speeds, mode shapes, and unbalance 
response of the examples are shown in this study. 

Equation Formulation 
The basic configuration of a rotor-bearing system usually 

consists of the components: rigid disks, flexible shafts, and 
bearings, such as shown in Fig. 1. The lateral displacements 
and the rotor eccentricity due to mass unbalance are assumed 
to be small. To describe the system motion, two reference 
frames are utilized. One is a fixed reference X-Y-Z and the 
other is a rotating reference x-y-z. The X and x axes are col-
linear and coincident with the undeformed bearing centerline. 
The two reference frames have a single rotation wt difference 
about X with co denoting a whirl speed. 

Journal of Engineering for Gas Turbines and Power APRIL 1993, Vol. 115/209 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.121. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



X , x 

Fig. 1 Typical rotor configuration and coordinates 

It is assumed that all the deflections and forces are parallel 
to the Y-Z plane. The deflection of a cross section of shaft 
consists of two translations (V, W) and two rotations {B, Y). 
It is assumed that the deflections can be expressed as functions 
of position along the rotating axis x and time t, i.e., 

V= V(x, t), W= W(x, t) 

B = B{x, t), T =r(jc, t) (1) 

The rotations (B, Y) are related to the translations (V,W) by 
the equations 

B{x, t)-

r(x, 0 = 

dW{x, t) 

dx 

dV(x, t) 
dx 

(2) 

To derive the equations of motion, the Lagrangian approach 
is employed. This requires the calculation of the kinetic and 
potential energies of the system. The kinetic and potential 
energies of the system can be expressed in terms of the dis
placements and their derivatives. The total kinetic energy (T) 
and the potential energy (U) of the system can be expressed 
as 

T=TS+Td+Te (3) 

U=US+U„ (4) 

where 7^ and Td are the kinetic energy of the shaft and the 
disk; Te is the kinetic energy related to the eccentricity; Us and 
Ub are the strain energy of the shaft and bearings. They are 
of the forms: 

T, = \ \ PA(V2+W2)dx+\ \ ID(B2 + Y2)dx 

M i c/ 

IP(YB-BT)dx+^Q,2 \ I„dx (5) 

"d 
T"=Ti h™1(V2+W2) 

+ X-lUB2 + Y2) + ^QI%(BY-YB)+^Q2IdJ (6) 

f e(x)p(x)A(x)Q[- Vsin(Qt + <j))+Wcos(Qt + (l))]dx 
•'o 

Nd 

+ e2(x)p(x)A(x)Q2dx+J] lefQmf[- V, sm(Qt + cj>f) 

+ Wi cos(Ut + 4>i)} + mf(ef )2Q2] (7) 

1 f' 
Us = - \ EI[(V")2 + (W"f]dx (8) 

Nb (l 1 1 
u" = Tj [2 K>yJvJ+2 K* wl>+ K"y^w] (9> 

The dissipation function (F) due to bearing damping is given 

=̂2 
y ' = i 

\ Cb
yyj{ V^)2+1- C%{ wf)2

+Cb^VfWb (10) 

The denotations of parameters involved in Eqs. (5)-(10) are 
given in the Nomenclature. 

The assumed mode technique for the undamped rotor-bear
ing systems, proposed by Shiau and Hwang (1989), has been 
generalized for damped systems using the following displace
ment functions: 

V(x,t) = Yian(t)x
n-

W{x,t) = Y1 MO*™-1 

(11) 

where the a„{t) and bm(f) are generalized coordinates. The cor
responding rotational displacements, using Eq. (2), are given 
by 

r ( * , 0 = ̂ % ^ =J](n-l)x"'2aAt) 

B(x,t) 

dx 

-dW(x, t) 

dx 

NP 

m = 2 
= - S (m-\yxm-2bm(t) 

(12) 

where the integer Np is the number of polynomials. As noted 
by Shiau and Hwang (1989), the first two terms of the poly
nomial expansion of Eq. (11) must exist, i.e., the associated 
coefficients a\, a2, bu b2 cannot be zero. The constant term, 
the first two terms, and the first three terms of the expansion 
represent a cylindrical mode, conical mode, and bending mode, 
respectively. Moreover, if rigid body modes exist in the system, 

N o m e n c l a t u r e 

an(t),bm(t) = generalized coordinates 
A (x) = cross-sectional area of the shaft 

cbyyj,cb
zzj, cb

y7j = damping coefficients of theyth bearing 
d = diameter of the shaft 
ef = eccentricity of the rth disk 

e(x) = eccentricity of the shaft at position x 
E(x) = elastic modulus of the shaft 
I(x) — cross-sectional area moment 

ID, IP = diametral and polar mass moment of in
ertia of the shaft 

I'm, 1% = diametral and polar mass moment of in
ertia of the / th disk 

kb
yj, kb

zj, ky]zj = elastic constant of they th bearing , 
/ = total length of the shaft 

mf = mass of the /th disk 

Nd 

Nb 

NP 

Qf,Qb 

vf, wi 

vb, wb 

ar 

W 
X 

p(x) 
Q 
03 

= total number of disks 
= total number of bearings 
= total number of polynomials 
= magnitude of steady-state forward and 

backward response 
= translational displacements of the /th 

disk 
= translational displacements of they'th 

bearing 
= real part of eigenvalues 
= log decrements 
= whirl ratio fl/co 
= density of the shaft, mass/unit length 
= rotating speed of the shaft 
= whirl speed 
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the first two terms will be dominant . It should be noted that 
other types of polynomials may be used as candidates for this 
method. Trigonometric polynomials have been used with min
imal success and other choices are under investigation. The 
present method is also applicable to those systems with geo
metric displacement constraints. The additional requirement 
is to impose the required constraint or constraints. This will 
be shown in the first example of single uniform shaft. 

Substituting Eqs. (11) and (12) and their derivatives into 
Eqs. (5)-(10) gives the total kinetic energy, potential energy, 
and dissipation energy in terms of time-dependent polynomial 
coefficients (a„, b,„) and their corresponding derivatives (a„, 
b,„). To find the equations of mot ion governing the rotor-
bearing system, the Lagrangian approach is applied, i.e., 

where the N„ x Np matrices [Kt], [K2], [ Q ] , and [C2] are all 
real and symmetric matrices and of the form 

1 1 
[K{] = - ([Kyy] + [KJ), [K2] = - ([Kyy] ~ [KJ) 

[Q] = " ([Cyy] + [ C J ) , [C2] = " ([Cyy] ~ [CJ) (1 8fl) 

and the force vector R f is defined by 

KJ ~ \KJ\ KJ1 ••• KjNp) 

R% = xkj-\ k=\,Np (186) 

d_ 

dt dq, 
(T-U) 0 (13) Critical Speeds and Steady-State U n b a l a n c e R e s p o n s e 

where the generalized coordinates qt are the a„ and bm with n, 
in = 1, Np. For constant rotat ing speed, the equations of 
motion may be expressed as follows: 

M 

O 

o~ 
M 

f i0 
.. +° 

w 
+ 

o 
,-G 

~K, O' 

O 1 Ks_ 
r 
U, 

G~ 

O 

u 
) 

(*1 
• 

W 
Kyy 

-Kzy 

+ 
~ c 

yy 

_ ^zy 

Kyz 

K ZZ-

J 
( 

c 
Czz. 

''}-bj 
where the coefficient vectors a and b are 

a = {au...,aNp}
T 

b = { & i bNJ 

(14) 

(15a) 

and the Np x Np component matrices, M,G, Cyy, Cyz, Czz, Ks, 
Kyy, KyZ, and Kzz are shown in the Appendix. The Np X 1 
forcing vectors, R„ and Rb, are 

R Q - [Rai Rai 

Rft= {Rbl Rbl 

R„ 

R, (15ft) 

where 

Ra. e(x)P(x)A(x)Q2 cos(Qt + <j>)xJ ldx 

+ 2 edmd Q2 cos(nt+ <t>dxJr' (15c) 

R„ e(x)p(x)A (x)Q2 sin(Of + <t>)xj~ ldx 
Jo 

+ ^efmfQ2sm(Qt + (ji,)x •/-' 

In this work, the shaft eccentricity is considered to be negli
gible. Then the first term of the expressions Raj and Ry, shown 
in Eq. (15c), vanishes. In addit ion, the Np X Np damping and 
stiffness matrices, Cyz and Kyz, are considered as symmetric, 
i e C 
1 . ^ . , \^y.t 

Czy and Kyz K„ 
For simplicity and convenience, the Np x I complex vector 

p and its conjugate p are introduced: 

p = a + / b 

p = a - / b (16) 

and Eq. (14) can then be rewritten as: 

[M]p + ([C,] - /0 [G])p + ([C2] + i[Cyz])p 

+ ([Ks] + [Kl])p + ([K2] + i[Kyz])p 

= J]eWn2R*em'+*J) (17) 

Critical Speeds. The critical speed of the damped system 
governed by Eq. (17) is calculated using the homogeneous 
form. Assume the homogeneous solution of Eq. (17) to be of 
the form 

p = R / e
/ " ' + R i e" ' ' u " (19) 

where o> is the natural frequency or the whirl speed of the 
system and substitute Eq . (19) into the homogeneous form of 
Eq. (17), to obtain the following equations: 

( - u2[M] + coQ[G] + [K3] + iw[Ci])Rf 

+ ([K2] - o>[Cyz] + i [Kyz] + iu[C2])Rb = 0 (20a) 

( - co2[M] - o>fi[G] + [K3] - /wICDRft 

+ ([K2] + W [C,J + / [KyZ] - io>[C2])Rf= 0 (20b) 

where [^3] = [Ks] + [K{]. For undamped orthotropic systems, 
one can calculate the critical speeds by taking the conjugate 
of Eq. (206) and combining with Eq. (20a) to obtain 

[K3] [K2\ + i[KyZ] 

[K2]-i[KyZ] [KJ 

[M]-\[G] 

0 

0 

[M] + \[G] 
(0) (21) 

where X = fi/co is the whirl rat io. Setting X to a specified value 
and solving the eigenvalue problem governed by Eq. (21) pro
vides the critical speeds of the rotor bearing system. The whirl 
speeds can also be obtained by rewriting Eq. (14) in the first-
order form 

[M] 0 0 0 

0 [M] 0 0 

0 0 [/] 0 

0 0 0 [/] 

[Cyy] 

[cZy]-n[G] 

0 

[CyZ] + Q[G] 

0 

[KS] + [Kyy] [KyJ 

[Kzy] [Ksl + Wzi 

0 0 
0 0 

(0) (22) 

and directly solving Eq. (22) for specified rotat ion speeds. 

Steady-State Unbalance Response. The steady state un
balance response of the system governed by Eq. (17) can be 
assumed of the form 

- /sit P = Qjeia'+Qbe- (23) 
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where Qj and Qb are complex vectors that describe the am
plitude and phase of forward and backward circular motion, 
respectively. Substituting Eq. (23) into Eq. (17) gives 

N" d 

[A i]Qf+ [*,]& = 2 ejmj Q2RJe'*J (24a) 

\A2]Qb+[B1]QJ=Q (24ft) 

where the Np x Np matrices [Ad, [A2], [B\], and [B2] are of 
the form 

[A{]=- fl2[M] + Q2[G] + [Ks] + [Kx] + iOIC,] 

[A2] = - Q2[M] - Q2[G] + [Ks] + [Kt] - iQld] 

[5.] = IK2] - Q[Cn] + i([Kyz] + Q[C,]) 

[B2] = [K2] + Q[Cyz) + i([Kyz] - Q[C2]) (25) 
Solving for Qb from Eq. (24b) in terms of Qj and substituting 
into Eq. (24a), one obtains 

N" d 

Qf= J ] e > / f i 2 ( ^ i ] - [ i J i i m r ' R / e ' ^ (26) 
y = i 

where the Np x Np matrix [f\ is the conjugate of 

[T] = [A2V\B2] (27) 

The backward component of steady-state unbalance response 
can be obtained by substituting Eq. (26) into Eq. (24b) and 
solving for Qb. 

Numerical Examples and Results 
Three rotor-bearing systems are used to illustrate the ac

curacy and the efficiency of the generalized polynomial ex
pansion method (GPEM). The first is a single uniform shaft 
supported by identical bearings with internal damping. The 
second is a multistepped rotor system with orthotropic bear
ings. Finally, a dual rotor system with intershaft bearing is 
considered. The results for the three examples are presented 
in tabular and graphic form for various numbers of polynomial 
terms. 

Single Uniform Shaft. A simply supported steel shaft stud
ied by Lund (1974a) and Glasgow and Nelson (1980) is used 
as a basic example to examine the accuracy and the efficiency 
of the present method. Firstly, the shaft with two rigid simple 
supports at two ends is considered. The exact solution for whirl 
speeds can be derived as 

(nir)4 

l + (nir)2 —j(l-2X) 
n=\, 2, (28) 

Af 
where all the parameters are defined in the Nomenclature. 
Before applying the present method, it is noted that the choices 
of the assumed modes for translational deformations in Eq. 
(11) are arbitrary, and Eqs. (14) and (21) can be applied to a 
rotor system with no geometric constraints. However, geo
metric constraints are introduced to this example as follows: 

[5 ]a = 0 and \B\ b = 0 (29) 

where the matrix [B] is of the form 

[B]- (.4) (x?)2 

(4) (4)2 (30) 

with x\ and x2 denote the axial positions of the two supports. 
Then, one can obtain the following expressions 

R 
I a/, 

R 
I (31) 

[R]-- 1 x\ 
X2 

and 
T 

a7 = 

bj-

(x\f 
(xb

2? 

a3 a4, 

(x\f 
(*5)3 

"N„ 

(xtyv 
(Xb2)NP~ 

(&3 &t bNn 

(32) 

(33) 

Substituting Eq. (31) into Eq. (14) and premultiplying Eq. (14) 
with the transpose'of the transformation matrix [R I]Tin Eq. 
(31), the governing equations of a rotor system with geometric 
requirements are obtained. The following numerical results are 
obtained for the parameter value I/Al2 = 1/64. Tables 1 and 
2 show the comparison of whirl speeds obtained by present 
method, FEM, and the exact solution from Eq. (28) with whirl 
ratio X = - 1 and 1, respectively. It should be noted that the 
FEM employed in this study deals with the same energy con
tribution as in GPEM. In addition, the same eigensolver, 
EIGZS (IMSL, 1984), is applied for the calculation of whirl 
speeds for both methods. The results indicate that with the 
same degrees of freedom, the whirl speeds obtained by the 
present method are always more accurate than those obtained 
by the FEM. 

Secondly, the two supports are considered to be identical 
flexible bearings. The stiffness coefficients of the bearings are 

1.7513 X 107 N/m, K, yz Kyy = Kk 

106 N/m and the damping coefficients are C, 
K7V — 2.917 x 

x s/m and C, 
= Czz = 1.752 

yz •'zy 0.0 N • s/m. The shaft is 
of diameter d = 10.16 cm and length / = 127 cm. Consider 
the eigenvalues of Eq. (22) to be ar = ar ± ioir and the log 
decrements 8r of the damped precessional modes to be defined 
by 

Table 1 Comparison of whirl speeds of uniform shaft for X = - 1 

Whirl Speeds Obtained by GPEM 
um 

Whirl Speeds Obtained by FEM 

D O F = 2 

9.0389 
9.0389 
29.135 
29.135 

t DOF = N 
: GPEM is 

4 

8.1631 
8.1925 
23.473 
25.842 
54.792 
47.319 
85.615 
67.403 

, - 2 for Gl 
ihe present 

6 

8.1608 
8.1673 
23.383 
23.645 
39.642 
43.157 
56.250 
62.403 
121.86 
88.225 
163.71 
104.42 

DEM k DO 
method. 

8 

8.1608 
8.1629 
23.383 
23.472 
39.098 
39.750 
54.539 
60.118 
73.721 
77.852 
92.454 
101.96 
211.26 
127.75 
264.57 
140.89 

F = 2 X Nc 

12 

8.1608 
8.1612 
23.383 
23.401 
39.089 
39.238 
54.478 
55.078 
69.611 
71.251 
84.591 
93.276 
101.04 
108.97 
117.38 
130.62 
158.56 
155.27 
184.26 
181.44 

for FEM. 

16 

8.1608 
8.1609 
23.383 
23.389 
39.089 
39.139 
54.478 
54.684 
69.605 
70.209 
84.561 
85.967 
99.407 
102.09 
114.19 
125.92 
129.60 
140.15 
145.01 
160.49 

Exa. Sol. 

8.1608 

23.383 

39.089 

54.478 

69.605 

84.561 

99.404 

114.17 

128.39 

143.56 

Table 2 Comparison of whirl speeds of uniform shaft for \ = 1 

Whirl Speeds Obtained by GPEM 

Whirl Speeds Obtained by FEM 

where 

D O F = 2 

11.926 
11.926 
85.621 
85.621 

t DOF = N 
: GPEM is 

4 

10.735 
10.771 
64.233 
71.554 

p - 2 for G 
;he present 

6 

10.732 
10.740 
63.780 
64.615 

' E M ie DO 
method. 

8 

10.732 
10.735 
63.779 
64.049 

F = 2 x i V , 

12 

10.732 
10.732 
63.779 
63.832 

for FEM. 

16 

10.732 
10.732 
63.779 
63.796 

Exa. Sol. 

10.732 

63.779 
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Table 3 Results of log decrements, whirl speeds, and CPU time using 
GPEM for il = 400.0 rad/s 

Table 4 The results of log decrements, whirl speeds, and CPU time 
using FEM for fi = 400.0 rad/s 

Np 

6 

7 

8 

9 

Log Decrements (6r), Whirl Speeds (w r), CPU Time (sec.) 

Forward 

Sr 

0.0853 
0.2924 
0.2683 
0.1235 

0.0852 
0.2924 
0.2577 
0.1235 

0.0852 
0.2923 
0.2577 
0.1123 

0.0852 
0.2923 
0.2577 
0.1123 

w r(rad/sec) 

540.85 
1160.7 
2330.6 
5245.3 

540.84 ' 
1160.7 
2299.4 
5245.3 

540.84 
1160.6 
2299.4 
5087.8 

540.84 
1160.6 
2299.3 
5087.8 

Backward 

K 
0.1169 
0.3479 
0.2797 
0.1224 

0.1169 
0.3479 
0.2697 
0.1224 

0.1169 
0.3479 
0.2697 
0.1114 

0.1169 
0.3479 
0.2697 
0.1114 

w r(rad/sec) 

497.05 
1020.7 
2209.2 
5180.2 

497.04 
1020.7 
2182.5 
5180.2 

497.04 
1020.7 
2182.5 
5028.3 

497.04 
1020.7 
2182.5 
5028.3 

CPU (sec.) 

3.08 

3.96 

4.79 

6.30 

N. 

4 

Log Decrements (<Sr), Whirl Speeds. (u»r), CPU Time (sec.) 

Forward 

K 
0.0831 
0.2951 

0.2601 
0.1071" 

0.0827 
0.2881 

0.2603 
0.1113 

0.0826 
0.2892 

0.2579 
0.1143 

0.0826 
0.2879 

0.2571 
0.1134 

wf (rad/sec) 

545.86 
1183.1 

2318.6 
5748.1 

544.98 
1175.9 

2321.4 
5113.9 

544.83 
1174.6 

2315.0 
5123.1 

544.79 
1174.2 

2312.7 
5107.4 

Backward 

6, 

0.1214 
0.3614 

0.2738 
0.1062 

0.1209 
0.3564 

0.2744 
0.1100 

0.1208 
0.3555 

0.2723 
0.1130 

0.1208 
0.3553 

0.2715 
0.1122 

u)r (rad/sec) 

492.68 
1010.4 

2176.2 
5681.2 

492.04 
1006.1 

2178.8 
5046.4 

491.93 
1005.3 

2173.6 
5053.9 

491.90 
1Q05.0 

2171.7 
5038.7 

CPU (sec.) 

* Np = Number of polynomials ' Ne = Number of elements 

FEM 
4 4 4 GPEM ( X G i v e n ) 

GPEM 

/ / 
/ / 

/ 
/ 

/ 

i—^ 
/ 

~7 7 
i / 

i / ^~ ^~ 
/ 

- ^ . 3 1 ? 

• V ' • .3B 

i T 
/ 

/ 

1.0 2 . 0 3 . 0 4 . 0 5 . 0 6 . 0 * 1 0 J 

Rotation Speed ( n, rad/sec) 

Fig. 2 The whirl map using FEM and GPEM for uniform rotor system 

Sr-
— lira. 

(34) 

The density and the elastic modulus are p = 0.7833 x 104 

kg/m3 and E = 0.2608 x 1012 N/m2, respectively. The results 
of the log decrements (6>), the whirl speeds (cor), and the CPU 
time on a VAX 785 at a rotation speed of Q = 400.0 rad/s 
are shown in Table 3 for the present method and in Table 4 
for the finite element method (FEM). It should be noted that 
the CPU time calculated is based on the same eigensolver, 
EIGZF (IMSL, 1984). The results indicate that the convergence 
is very fast using GPEM. A comparison of whirl speeds using 
GPEM and FEM is shown in Fig. 2. It shows a very good 
agreement between using GPEM and FEM. However, the re
sults shown in Tables 1-4 indicate that it is computationally 
more efficiency to use the GPEM. Figures 3-4 show the un
damped eigenmodes of the system for fi = 1000.0, 5000.0 rad/ 

( '~""V>_-J..-"-r-''; ,.>' ' (h) 

<:.;••• 

( 9 ) 

( f ) 

(e ) 

\.-~ 
v---

^.J-

" : : - ' (d> 

( c ) 

4 F 

• 4B 

3 F 

- - ? / 3B 

..--••*•- 2F 

,**" 2B 

\~^~. 

j£T-

N I F 

\ 

"7 
Fig. 3 First four eigenmodes for rotation speed Si = 1000.0 rad/s 

sec, respectively. Each shows four modes with forward (clock
wise) motion and backward (counterclockwise) motion at cer
tain rotation speed. The results show that the gyroscopic effect 
will increase when the rotation speed is increased and the mo
tion will tend to be circular motion if the rotation speed is 
very large. 

Multistepped Rotor System. The rotor bearing system 
studied by Nelson and McVaugh (1976) is used to illustrate 
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Table 5 Multistepped rotor configuration data 

(h ) 

(g ) 

( f ) 

'___.... •/ 

2F 

(d ) 

.itr."-

(b ) 

( a ) 

Fig. 4 First four eigenmodes for rotation speed 0 = 5000.0 radls 

Fig. 5 The configuration of multistepped rotor bearing system 

the merits of the present method for the determination of whirl 
speeds and unbalance response. The configuration of the rotor 
system and the corresponding data are shown in Fig. 5 and 
Table 5, respectively. Tables 6 and 7 show the undamped whirl 
speeds using FEM and GPEM, and the log decrements and 
damped whirl speeds using FEM and GPEM, respectively. The 
whirl map for these methods is given in Fig. 6. The results for 
FEM are obtained from a model with 18 elements and those 
for GPEM are obtained from 17 polynomial terms. They show 
that the percentage of difference for the whirl speed is smaller 
than 6 percent. However, the values of CPU time required are 
quite different. This indicates that considerable computing 
time can be saved using GPEM instead of FEM. 

Figures 7 and 8 show the first three undamped eigenmodes 
for the rotation speed fi = 1000.0,5000.Orad/sec, respectively. 
The results indicate that the increase of rotating speed will 
significantly influence the second mode. The undamped and 
damped steady-state unbalance response are shown in Figs. 9 
and 10 with unit mass unbalance at the disk location, i.e., e 
= 1, respectively. The results indicate that for rotation speeds 
away from the critical speeds, the steady-state responses are 
approximately the same for both undamped and damped cases. 

Element 

node no. 

Node 

location 

(cm) 

Bear ing/ 

disk 

Outer 

radius 

(cm) 

Inner 

radius 

(cm) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

Distr ibuted 

No. 

1 

Disk: 

No. 

No.1 

Bearing: 

L 

No. 

No.l 

No.2 

rotor: 

-17.90 

-16.63 

-12.82 

-10.28 

-9.01 

-7.74 

-7.23 

-6.47 

-5.20 

-4.44 

-1.39 

1.15 

4.96 

8.77 

10.80 

12.58 

13.60 

16.64 

17.91 

Density (kg /m 

7806 

Location 

(cm) 

-9.01 

ocation kyy = 

(cm) 

-1.33 

10.08 

(N/ 

3.503 

3.503 

Mass 

(kg) 
1.401 

= k„ 
m) 

x l O 7 

XlO7 

Disk No. l 

Bearing No.l 

Bearing No.2 

3) Elas ic mc 

0.51 

1.02 

0.76 

2.03 

2.03 

3.30 

3.30 

2.54 

2.54 

1.27 

1.27 

1.52 

1.52 

1.27 

1.27 

3.81 

2.03 

2.03 

dulus 

.1.52 

1.78 

1.52 

( N / m 2 ) 

2.078 x l O " 

Polar inertia 

(kg m2) 

0.U020 

Kyx = Kgy 

(N/m) 

-8.756 X10° 

-8.756 x l O 6 

C y y 

Diametral inertia 

~ Cix 

(Ns/m) 

1.752 x l O 3 

1.752 x l O 3 

(kg r r r ) 

0.0013U 

c y z = cty 

(Ns/m) 

0 

0 

T a b l e 6 T h e whir l s p e e d s and CPU t ime of u n d a m p e d m u l t i s t e p p e d 
rotor s y s t e m u s i n g F E M a n d G P E M 

^ v U n d a m p e d 
\ Whirl 

^ K Speed 
Rotating \ J w r ) 
Speed (ft) \ , 

2000.0 

3000.0 

4000.0 

5000.0 

6000.0 

CPU Time 

GPEM 

Forward 

1789.8 
5160.8 
8601.5 

1816.5 
5159.2 
8784.4 

1847.9 
5156.8 
8997.3 

1882.1 
5153.5 
9229.2 

1917.8 
5149.1 
9474.2 

Backward 

1488.1 
4229.6 
7245.0 

1461.8 
4227.2 
7107.6 

1430.9 
4223.9 
6957.9 

1397.5 
4219.6 
6806.4 

1362.7 
4214.3 
6658.3 

58.65 (sec) 

FEM 

Forward 

1819.9 
5026.2 
8149.6 

1852.6 
5023.8 
8314.1 

1889.4 
5020.2 
8503.2 

1928.0 
5015.4 
8705.3 

1967.4 
5008.9 
8913.5 

Backward 

1541.1 
4181.1 
6833.9 

1507.9 
4176.5 
6704.1 

1470.4 
4170.0 
6562.6 

1430.9 
4161.6 
6420.0 

1390.6 
4151.2 
6281.9 

474.22 (sec) 

* The unit of fi and wr is rad/sec. 

Also, when the rotation speed is large, the steady-state response 
tends to be in forward synchronous circular motion. 

Dual Rotor System. This example considers a dual rotor 
system with system parameters as shown in Fig. 11 (Rajan et 
al., 1985). The inner shaft with rotating speed 0i is denoted 
by Rotor 1, and the outer shaft with rotating speed O2 = 1.5 
% is denoted by Rotor 2. The bearing supports are considered 
as isotropic and undamped with stiffness coefficients values 
26.2795 x 106 N/m for station 1-0, 17.519 x 106 N/m for 
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Table 7 Log decrements and the damped whirl speed of multistepped 
rotor system using FEM and GPEM 

Ro(alingvN. 

Speed ( ( T J \ . 

2000 

3000 

•1000 

5000 

6000 

CPU Time 

GPEM 

Forward 

*r 

0.1327 
0.4771 
0.6227 

0.1450 
0.4778 
0.6112 

0.15C8 
0.4788 
0.5986 

0.1676 
0.4803 
0.5852 

0.1776 
0.4825 
0.5714 

ur 

1790.4 
5166.2 
8538.9 

1817.0 
5163.5 
8722.4 

1848.5 
5159.6 
8936.4 

1882.7 
5154.3 
9166.8 

1918.4 
5147.4 
9416.5 

Backward 

&r 

0.1972 
0.7348 
0.6736 

0.1857 
0.7320 
0.6824 

0.1747 
0.7282 
0.6914 

0.1651 
0.7231 
0.7001 

0.1564 
0.7169 
0.7083 

LI, 

1469.3 
4227.8. 
7168.8 

1463.0 
4226.3 
7032.0 

1432.1 
4224.0 
6882. B 

139S.6 
4221.1 
6732.0 

1363.8 
4217.5 
6584.6 

60.0 (sec) 

FEM 

Forward 

6, 

0.1169 
0.4266 
0.5956' 

0.1302 
0.4299 
0.5793 

0.1422 
0.4348 
0.5603 

0.1529 
0.4416 
0.5392 

0.1628 
0.4507 
0.5165 

", 
1820.5 
5034.3 
8114.6 

1853.3 
5029.9 
8281.8 

1890.2 
5023.5 
8474.9 

1928.9 
5015.2 
8681.9 

1968.4 
5004.6 
8895.7 

Backward 

Sr 

0.1609 
0.6736 
0.6833 

0.1485 
0.6686 
0.6923 

0.1376 
0.6614 
0.7011 

0.1286 
0.6522 
0.7089 

0.1207 
0.6408 
0.7151 

u, 

1542.5 
4187.6 
6770.1 

1509.3 
4184.3 
6641.1 

1471.7 
4179.6 
6500.4 

1432.0 
4173.4 
6358.9 

1391.7 
4165.5 
6222.4 

500.0 (sec) 

( f ) 

- , 3F 

—•-?•' 3 B 

(e) 

2F 

- « » — . 

.--JC " 2B 
• Tli« unil off] . 5 rad/sec. 

1 
1 
3 

1 

1 0 . 0 -

9 . 0 -

8 . 0 -

7 . 0 -

6 . 0 -

5 . 0 -

4 . 0 -

3 . 0 -

2 . 0 -

1 . 0 -

0 . 0 -

• • • FEM ^ ^ . 
4 4 4 GPEM ( X G i v e n ) • ^ _ _ _ 

GPEM ^ _ J r ~ 

-—-~"TV ' 
• * / 

—~—~~——-L 
7 ' • •/' 
/*-* A., 

• • / • • / • 

• 7 • y • 

1 / 

/ / / ^ 
f ; * - — ' S* 

i J ^ — • j - ' 

A^ 
*. ,, , , -^ ! ( 
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/ 

0 .0 1.0 2 .0 3 .0 4 .0 5 .0 6 .0 7 .0 8.0*10-> 

R o t a t i o n Speed ( n , r a d / s e c ) 

Fig. 6 Whirl map using FEM and GPEM for multistepped rotor system 

stations 6-0 and 7-0, and 8.7598 x 106 N/m for station 4-10. 
The motion of the dual rotor system is modeled by the present 
method with NpW = 12 for Rotor 1 and Np{2) = 8 for Rotor 
2. Moreover, each shaft can be treated as a substructure and 
the boundary coordinates are defined as the coordinates at 
bearing positions. The system equations of motion can be 
obtained by assembling the equations of each component. Ta
ble 8 shows the whirl speed results for various levels of modal 
truncation for 0] = 1500.0 rad/sec. Figure 12 shows the whirl 
speed map. The results indicate that the first few forward and 
backward modes can be predicted with high accuracy even 
with high levels of modal truncation. 

Based on the present analysis and numerical results, the 
following remarks can be made: 

1 The equations of motion of a rotor system modeled by 
the present method generally require no geometric constraints. 
For some problems, it is necessary to satisfy the geometric 
boundary conditions. In these cases, Eq. (29) can be introduced 
to describe the geometric constraints. 

2 Numerical instability may occur when a large number of 
polynomial terms is chosen. To avoid the numerical instability, 

(a) 

zssr-Z*. IF 

===?' IB 

Fig. 7 First three eigenmodes of multistepped rotor system for rotation 
speed ff = 1000.0 rad/s 

\ 

./ 

l~~~_../>" 

( f ) 

_L •••-. 3 F 

- - - V 3B 

..• \ .••-' 
(e) 

2F 

__ •/•;' 

«-?•*•••'' 2B 

IF 

(b) 

IB 

(a) 

Fig. 8 First three eigenmodes of multistepped rotor system for rotation 
speed fi = 5000.0 rad/s 
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Table 8 Whirl speed results for various levels of modal truncation of 
dual rotor system for f!, = 1500.0 rad/s 

Fig. 9 
tricity 

0.0 0.5 1.0 1.5 2.0 2.5 3 .0 

Rota t ion Speed ( (1 

Undamped steady-state unbalance 

rad/sec) 

response due to unit eccen-

Rotatlon speed ( tl , rad/sec) 

Fig. 10 Damped steady-state unbalance response due to unit eccen
tricity 

m = 4.004^3 
i> = 0.027127-fg • m2 

ID = 0.01356 K> • m2 
m = 2.211 Kg 

IP = 0.00972/f J • m2 

ID - 0.00486K? • m2 

m = 3.327ifa 
IP = 0.01469^? • m2 

ID = O.0O734A'g • m2 

E = 2.069 x 10uN/m2 , p = SSOiKg/m3 

m = 4.203/fj 
IP = 0.02034Kg • m2 

1D = Q.QlOllKg • m2 

7.62cm 17.78cm 15.24cm 5.08cm 5.08cm 

5.08cm 15.24cm 5.08cm 
7] 1 > »10 01 

/////////// 
Rotor 2 

/////////// 

..~W.... 

Rotor I : Inner radius = 0.000cm , Outer radius = 1.521cm 
n2 = i.sn. 

Rotor 2 : Inner radius = 1.905cm , Outer radius = 2.540cm 

Fig. 11 Schematic plot and parameter values of dual rotor system 
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Mode No. 

llfli"l 

21 :̂̂ 1 

3lB^l 
ilr-.r\ 

5{B;B\ 

6l'':'rl 
7la-,a| 

8l
B^ 

gl ' i ' l 
IQiB-.Bl 

nir-.r\ 

Frequency 
Error 

M i / M , = 18/12 10/6 6/4 4/2 2/0 

460.483 

931.573 

1500.164 

1657.883 

2191.757 

2273.365 

2453.515 

2725.233 

3224.073 

3354.284 

4094.309 

5880.484 

460.587 

931.587 

1500.557 

1657.963 

2192.673 

2274.252 

2454.822 

2729.219 

3224.318 

3357.525 

4094.792 

5892.795 

461.080 

933.814 

1501.162 

1658.332 

2198.312 

2292.499 

2490.747 

2775.545 

3232.292 

3404.565 

4099.571 

5921.292 

< 1.0% 

461.827 

935.816 

1502.007 

1661.702 

2201.122 

2299.289 

2501.737 

2789.907 

3273.106 

3573.703 

4123.738 | 

6068.933 

<7.0% 

462.478 

938.144 

1518.437 

1684.147 

2252.444 

2331.544 

2501.901 

2894.072 

3299.574 

3966.219 

4577.460 

6387.456 

(1). Superscripts [S;^] denote that the whirl motion is backward for Rotor 1 
and forward for Rotor 2 respectively, 

(2). Mi,Mi : Number of retained constrained normal modes for Rotor 1 

and Rotor 2, respectively. 
(3). POF = Mx +Af2 + 10. 
(4). Unit of whirl speed is rod/sec. 

Rotating Speed of Rotor 2 (n 2 , rad/sec) 

750. 1500. 2'»50. 3000. 3750. 

Rotating Speed of Rotor 1 ( f l l t rad/sec) 

Fig. 12 Whirl map using GPEM for dual rotor system 

a similarity transformation can be applied to eliminate the 
scale of the difference between the elements in system matrices 
before solving the eigenvalue problem. 

3 Other types of function may be chosen as the assumed 
modes; however, the generalized polynomials appear to be the 
most convenient and yield accurate solutions. 

Conclusions 
Three rotor-bearing systems including a single spool rotor 

and multishaft system have been studied to illustrate the merits 
of using the generalized polynomial expansion method 
(GPEM). The results for whirl speeds using the present method 
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show considerable computing time savings for large rotor sys
tems. The steady-state unbalance response for the undamped 
and damped system is also studied and satisfactorily compared 
to those using the FEM. Moreover, the GPEM can be regarded 
as a global assumed mode method and can be applied to both 
linear and nonlinear rotor-bearing systems. The merits and 
procedures for using this method for analyzing nonlinear rotor-
bearing systems have been investigated and are presented in a 
future paper. 
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A P P E N D I X 
The components of Np x Np matrices shown in Eq. (14) are 

of the form 

M(m P(x)A(x)x"+m'2dx 

+ (n-\)(m-\)IDxn+m-*dx+Yi l™i(x?)n+" 

+ (n-l)(m-l)lUxi)"+m-l (Al) 

G(m,n)=\ (n-l)(m-l)Ipx"+m-*dx 
•>o 

N<t 

+ S K»- I X " - l)4(*?)"+m~4] (A2) 
/ = i 

Nh 

Cyy(m, B) = J ] 4 , (x jy + r a " 2 (A3) 

7 = 1 

Cyz{m, «) = J ] c%Jtf)
n+m-1 (A4) 

Nb 

hrn-2 
C„(m,n) = '2¥aj(x})»+m-1 (A5) 

Ks(m,n)=\ (n- 1)(«-2)(w- \){m-2)EIxn+m-6dx (A6) 

Kyy(m, n) = 2 kb
yyj(xf)n+m-2 (A7) 

y'=i 

Nb 

Kyz(m,n) = J]kb
ylj(Xj:)"+" (A8) 

j=i 

Kzz(m, ») = J ] kb
zzJ(x^)n+m-2 (A9) 
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A Study on Stability and Response 
Analysis of a Nonlinear Rotor 
System With Mass Unbalance and 
Side Load 
The stability of steady-state synchronous and nonsynchronous response of a non
linear rotor system supported by squeeze-film dampers is investigated. The nonlinear 
differential equations that govern the motion of rotor bearing systems are obtained 
by using the Generalized Polynomial Expansion Method. The steady-state response 
of the system is obtained by using the hybrid numerical method, which combines 
the merits of the harmonic balance and collocation methods. The stability of system 
response is examined using the Floquet-Liapunov theory. Using the theory, the 
performance may be evaluated with the calculation of derivatives of nonlinear 
hydrodynamic forces of the squeeze-film damper with respect to displacement and 
velocity of the journal center. In some cases, these derivatives can be expressed in 
closed form and the prediction of the dynamic characteristic of the nonlinear rotor 
system will be more effective. The stability results are compared to those using a 
direct numerical integration method and both are in good agreement. 

Introduction 
Squeeze film dampers (SFD) have been widely used in mod

ern rotating machines to dampen rotor motion and it has been 
verified that the rotor vibrational amplitudes can be reduced 
and the system stability can be improved with squeeze-film 
dampers (Mohan and Hahn, 1974; Gunter et al., 1977; Ra-
binowitz and Hahn, 1983; Chen, 1987). Because of the com
plicated hydrodynamic behavior of a squeeze-film damper, it 
has become a special part of rotor dynamics. 

Several investigators (Mohan and Hahn, 1974; Gunter et 
al., 1977; Hahn, 1979; Taylor and Kumar, 1980; Greenhill and 
Nelson, 1982; Rabinowitz and Hahn, 1983) have shown that 
the steady-state response will be a centric circular synchronous 
motion, if a rotor system is symmetric and vertical, or if a 
rotor system is preloaded such that the rest journal's center is 
coincident with the bearing's center. The stability of the centric 
circular synchronous motion can be studied by first perturbing 
the equations of motion about the steady-state solution and 
second solving the eigenvalues problem of the perturbed sys
tem. It has been shown by researchers (Hahn, 1979; Athre et 
al., 1982; Greenhill and Nelson, 1982; Chen, 1987) that the 
steady-state centric circular motion is unstable if one of the 
real part of eigenvalues is positive. Another method for study
ing the stability of steady-state circular motion is to search for 
the convergent passage by direct numerical integration (Taylor 
and Kumar, 1980). 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, 
Cologne, Germany, June 1-4, 1992. Manuscript received by the International 
Gas Turbine Institute January 16,1992. Paper No. 92-GT-7. Associate Technical 
Editor: L. S. Langston. 

The steady-state periodic response of a rotor system with 
squeeze-film dampers may not be a centric circular motion due 
to the effects of nonsynchronous excitations and/or asym
metric configuration of a rotor system. Many researchers in
vestigated such periodic response using various methods, such 
as direct numerical integration (Cookson and Kossa, 1979), 
perturbation method (Pan and Tonnesen, 1978), trigonometric 
collocation method (TCM) and harmonic balancing method 
(HBM) (Saito, 1985; Nataraj and Nelson, 1989; Shiau and 
Jean, 1990; Jean and Nelson, 1990). However, the stability 
analysis of such periodic response has not been measured. 

The stability of nonlinear steady-state response and the oc
currence of nonsynchronous response will be studied in this 
paper. For noncentric circular synchronous motion, the per
turbed dynamic behavior will be governed by a set of linear 
ordinary differential equations with periodic coefficients. The 
Floquet-Liapunov theory is used to examine the stability of 
the periodic system. An improved numerical integration method 
(Friedmann et al., 1977) is used to calculate the Floquet tran
sition matrix, which is used to determine system stability. 

For the analysis of stability, the derivatives of nonlinear 
squeeze-film forces with respect to journal displacement and 
velocity will be employed. With the application of short bearing 
theory, the derivatives of nonlinear squeeze-film forces can be 
expressed in closed form. A simple example of rigid rotor 
supported by squeeze-film damper is first employed to dem
onstrate the stability of the nonlinear periodic response as well 
as the occurrence of half-subharmonic whirl motion. In ad
dition, the nonlinear response of a flexible rotor system, which 
consists of multiple rigid disks and bearing supports, is cal
culated by using the hybrid numerical method (Hwang and 
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Shiau, 1991) and the corresponding stability will be examined 
by using the present algorithm. 

Derivation of Governing Equations 
A rigid rotor carried in a squeeze-film damper with linear 

isotropic centering spring and a rotor mass, m, concentrated 
at the axial center of journal, is shown in Fig. 1. The equations 
of motion of the rotor system can be expressed in a rotating 
frame (Mohan and Hahn, 1974; Cookson and Kossa, 1979; 
Taylor and Kumar, 1980) as follows: 

m{r~rcf>2)+kr=meQ2cos(Q,t-(t>)-Fscosl?--(j>) + Fr 

m(r(t> + 2r4>)=meQ2sm(tit-<l>)-Fssm[--4>} +F<> (1) 
TT 

2~ 
where the parameters are defined in the nomenclature and the 
rotating speed fi is constant. Alternatively, the equations of 
motion can be expressed in the inertia frame as 

mv + kv = Fv + meQ2cos(Qt) 

mw + kw = Fw + meQ sin(Q0 -Fs (2) 
It is noted that the forces generated by the squeeze-film damper 
in the rotating frame (Fr, F^) and/or in the inertia frame (F„, 
Fw), are nonlinear functions of the displacement and velocity 
of the journal center. 

For the flexible rotor system, the Generalized Polynomial 
Expansion Method (GPEM) proposed by Hwang and Shiau 
(1991) is employed. The method describes how the deflections 
of the flexible shaft can be expressed as functions of axial 
coordinate, x, of flexible shaft and time, t, as follows: 

u(x,n = J]an(t)x"-1 

NP 

w{x,t)=Yibm(t)x"'-x 

B(x,t)=-
dw(x, t) 

dx 

dv(x, t) 

- 2 (m-l)x'"-2bm(t) (3A) 

r(x ,o=^^=2>-i )*"- 2 « n (0 
dx 

j -6 -

//////////. 

± 
fe .///////// <r 
^ ^ n R 

() 

77777777/ V///7////7 
Fig. 1 Model of rigid rotor carried in squeeze-film damper 

Nomenclature 

a, b = coefficient vectors of 
polynomials 

[Cyy], [Cyz] = system generalized 
[Czy], [Czz] damping matrices of 

bearing 
E - modulus of elasticity 
e = mass eccentricity 

Pm F*b = linear generalized force 
vectors 

F"a, F"b = nonlinear generalized 
force vectors 

F„ F0 = nonlinear hydrody-
namic forces in the 
radial and tangential 
directions 

F„, F„ = nonlinear hydrody-
namic forces in the Y 
and Z directions 

Fs = side load 
[Ks] = system generalized stiff

ness matrices of shaft 

[Kyy],[KyZ], 
[Kzy], [Kzz] 

k 

IL(T)] 
[M], [G] 

m 
NP 

K 

R, Cr, L 

r 

(v, w) 

= system generalized stiff
ness matrices of bearing 

= stiffness of centering 
spring 

= transition matrix 
= system generalized mass 

and gyroscopic matrix, 
respectively 

= mass of rigid disk 
= number of terms of 

polynomial 
= total number of har

monic terms retained 
= radius, radial clearance, 

and width of squeeze-
film damper, respec
tively 

= radial displacement of 
journal center 

= lateral deflection in (K, 
Z) directions 

(Vss, Wss) 

B, r 
5 

e, e 

A 

M 
P 

<t> 

4> 
CO, fi 

steady-state response of 
nonlinear system 
rotating deflection in 
X-Z and X-Y planes 
nondimensional mass 
unbalance = e/Cr 
nondimensional radial 
displacement and radial 
velocity of journal 
center = r/Cr 
eigenvalues of transi
tion matrix 
lubricant viscosity 
mass density per unit 
volume of the shaft 
precession angle of 
journal center 
precession velocity of 
journal center 
whirl speed and rotat
ing speed 
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where the a„(t) and bm(t) are named generalized coordinates 
and the integer Np is the total number of polynomials. Using 
the Lagrangian approach, the equations of motion can be 
expressed as 

~M 

0 

0" 

M 
\a. +o 
W 

+ 

0 G 

-G 0 

<-yy Cyz 

lC zy ^zz_ 

f-1 W 
\hh w 

~K, 

V ° 
0" 

A J 
yy y'' 

K7y K,: 

where 

a= [a{ a2 <>N„ 

Ob) 

b={bt b2... bNp) 

Applying the numerical technique of Hwang and Shiau (1991), 
the steady-state response of the rotor system can be obtained 
and expressed by a set of finite terms of trigonometric func
tions. It should be noted that the linear and nonlinear forces 
due to the squeeze-film damper are symbolically included in 
the first and second terms on the right-hand side of Eq. (3b), 
respectively. 

Nonlinear Squeeze-Film Forces and Their Derivatives 
To obtain the forces of squeeze-film damper, the short bear

ing approximation is used because most of squeeze-film damp
ers are of low L/D ratio (Mohan and Hahn, 1974; Gunter et 
al., 1977), with L the width of bearing and D the diameter of 
journal. The nonlinear forces of the squeeze-film damper can 
be obtained by integrating the effective pressure distribution 
determined from solving the Reynolds equation, along the 
bearing surface. These nonlinear forces can be expressed as 

IFJ. 
-liRL3 [rl ( e cos 0A + e</> sin 8r) fcos 6r~ ML3 f'2 

-,2 
-r JflH 

( l - e c o s 0 r ) 3 sin 0, 
ddr (4) 

F ' 

-!iRL3 ffo (K cos 0 / + ) ^ sing,) fcos 0/j 

C2
r )gA (1 - V cos ef- W sin 6ff [sin df)

 J 

or 

(1 - V cos df- W sin 6f? [sin 0f)
 f 

'M (e cos 6r + eas ing,) fcos 9f} M ,.. 
[fl ( l - . c o . M 3 l^fidB, (5) 

-jiRL'Q (e^'AY + e'Af 

U'Af + e'Al1 Cj 

where the coefficients A'j are defined as follows: 

°r2 (sin 0f)'(cos ery 
erl ( 1 -<=COS0, ) ' 

ddr 

(6) 

(7) 

and 

( ' ) - d(Qt) I Qdt 0 ' 

It is noted that the squeeze film forces will generally depend 
on the motion of the journal center, which is usually an implicit 
function of time, as shown in Eqs. (4) and (5). In addition, if 
the motion orbit of system is synchronous circular and the oil 
film is fully cavitated (i.e., 7r-film model), Eq. (6) can be 
approximately expressed as 

, / - ( l + 2 e 2 ) 
^ - tiRL5 / • 2e .2 
Fr~——->— I e<t> J, o + e ct 

-pRL3 

( 1 - e T ' " ( l - e 2 ) 5 / 2 

€</> 

IT 

2 
+ e 

2e 

Cf V (1 - e T (1 - ez) 

The dimensionless variables shown in Eq. (5) are given by 

e = r/C„ V= v/Cr, W= w/Cr 

0 /=0 r + <M/i = 0/i + 4>, 6j2 = er2 + <l> 

(8) 

$ = tan" 
W 

(9) 

Moreover, the integration limit can be generally expressed as 

0/2 = 01-1 + const (10) 

which is the case of general application. For example, the 
constant value is 2ir and 8r2 can be any constant value for 2ir-
film bearing model. However, if the constant value is w, dri 
and 0/2 will be of the form 

> = tan 

°/2 = tan 
V 

-W (11) 

which is the 7r-film bearing model. 
The derivatives of nonlinear squeeze-film forces in either 

rotating frame or inertia frame can be obtained by differen
tiating Eqs. (4) and (5) with respect to journal displacement 
and velocity. They are of the form: 

(a) Rotating frame case 

d (Fr 

3* IF, 
(12) 

d_ 

3e 
= -B 

<j>'A\l + 3e<l>'A\2 + 3e'A<i 

4>'Af + 3e<t>'Af + ?,e'A\2 

ddrl f e ^ ' + s ' L ? 2 " 

where 

&' {Ft 

Fr 

F 

B 

de le^'Lf + e'Li1 

d6rl (e^'Li' + e'Lf 

B 

M1 

eA\ 

eAf 

B = 

de' le+'Lf + e'L? 

ddn (e<t>'L\l + e'Lf 

' « * ' [et'Lf + e'L? 

C1 

(sin efy(cos ery 
(1-6COS0,) ' 

(b) Inertia frame case 

B 

(13) 

(14) 

(15) 

(16) 

(17) 

d_(Fi 
dv{Fw 

_a_ (X 

_ / r 3 e ' ^ 1 ( O 2 ) + 3€0'A 

3e'A°^n) + 3ecl,'A 

10(02)-

10(11) 

+ dv [y'LTl)+w'Lfm\ 

-B 
3e'Aym + 3e<t>'A 

3e'Alim + 3ep'A 

10(11)-
4 
10(20) 

+ dW {v'L^n)+W'Lfm) 

(18) 

(19) 
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dv' W vUf(11,J 
3 ^ (V'Lfm+W'LfW 

dV lv'LfiU)+W'Lfi20) (20) 

9 (Fv 
= -B Ĵ OOPO)] 

Mfl (V'LfW+W'Lf*11?) 
+ dW {v'L^n)+W'L?m\ 

(21) 

where 

Af 

jJKmn) _ 

ii(mn) _ 
6r2 (sin gf)

f(cos efy'(sin ^'"(cos 6f)
n 

( l - e c o s 0 r ) ' 

(sin er)'(cos 6>ry'(sin e/)
m(cos 6f)

n 

(1 - e cos 6r)' 

ddr (22) 

V=«r2, ef=en 

(23) 
= flrl, »/=»/! 

Generally, 0rl is a function of e, e ' , and </>'. 0/! is function of 
V' and fl^'. The corresponding derivatives shown on the right-
hand side of Eqs. (13)-(14) are of the following form: 

(a) 2ir-film bearing model, 

ddn ddn ddn ddfl dd/i 86fi dd/i 

de ~ de' ~d<f>'~~ dV ~ dW~ dV ~ dW ~ ° 

(b) it-film bearing model 

(24) 

djn 
de ' 

de'' 

d4>' 

1.0 + 
e<t>' 

1.0 

1.0 + 
60' 

e<j>' 

- 1 

""•frr* 
de 

dV 

M/i 

-w 
' (V)2 + (W)2 

V 

(25) 

dW (V'f+(W'f 

d6/i 36/1 

~dV=~dW~ 
0 (26) 

The fomulation of the derivatives shown in Eqs. (12)-(26) will 
be employed in the stability analysis. The nonlinear forces and 
their derivatives are expressed in rotating frame because the 
expressions are simple. However, for studying the stability and 
the response of system, it is more convenient to use the expres
sions in fixed frame. Also, it should be noted that the use of 
the Tr-film model is only for convenience. 

Stability of Steady-State Response 

The steady-state solution of Eq. (2) can be approximately 
described (Saito, 1985; Nataraj and Nelson, 1989; Shiau and 
Jean, 1990; Jean and Nelson, 1990) by the form 

vSs= v0+ ^ (yd cos co,r + vsi sin w;f) 
/ = i 

N„ 

wss = w0 + 2 (wci cos co,-/ + Wsi sin co,0 (27) 

where to,- = / x to and Nw is an integer. To examine the stability 
of the steady-state solution, the motion is perturbed and the 
resulting motion is expressed as 

v=vss + 5v 

w=wss + 8w (28) 

The perturbed squeeze-film forces can be expressed as 

(F»)s 

(Fw)s 

3K\ 
dv): 

dv 

dF, 
dw 

df, 

dw 

5v 

8w 

dv 

dj\ 
dv 

dFj, 
dw 

dj\ 
dw 

(29) 

where the subscript ss denotes the steady-state solution and 
the coefficient matrices can be obtained from Eqs. (18)-(21). 
Substituting Eqs. (27)-(29) into Eq. (2), the perturbed equa
tions are of the form: 

0 

m 

dv 

dF. 
dv 

*-'t 
dF* 

dv 

dFu 
dw 

dj\ 
dw 

dFv 
dw 

an 
dw 

(30) 

The stability of nonlinear steady-state response is governed by 
Eq. (30), which is a set of homogeneous ordinary differential 
equations. For the special case of centric circular synchronous 
motion, i.e., 

co! = Q, y0=w0 = 0 

= 0 for (VI 

(31) 

or equivalent to 

r= const, r = 0 

vci=vsi=wci=wsi 

vc\ = wsU vsl=-wcl 

<j> = Q = c o n s t , (32) 

Eq. (30) can be written in rotating frame. That yields a set of 
homogeneous ordinary differential equations with constant 
coefficients. Thus, the stability problem can be examined by 
solving the eigenvalues of a constant matrix (Hahn, 1979; Athre 
et al., 1982; Greenhill and Nelson, 1982; Chen, 1987). 

In general, the coefficient matrices shown in Eq. (30) are 
periodic functions of time with period 27r/to!. The stability 
problem can be examined by solving the eigenvalues of the 
transition matrix of the periodic system. Applying the Floquet-
Liapunov theory, the steady-state periodic response is stable 
only when the maximum absolute value of the eigenvalues of 
transition matrix is smaller than one, i.e., 

IAI max < 1.0 : Stable 

lAlmax>1.0 : Unstable (33) 

For the convenience of analysis, Eq. (30) is cast into the first-
order form 

l6q)=[S\l8q) (34) 

where 
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Fig. 2 Nondimensional constant offset in w direction versus rotating 
speed of Example 1 
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0 

(35) 
Assuming that [L(t)] is a solution matrix of Eq. (34) with 
initial condition [L(0)] = [/], then the transition matrix of Eq. 
(34) is defined by [L(T)] with T = 2ir/u>i. For a flexible rotor 
system, the derivatives of nonlinear generalized forces shown 
in the last term of Eq. (3b) can be obtained by the same way 
for each squeeze-film damper. Knowing the transition matrix, 
the stability of the system motion can be determined. 

Numerical Examples and Results 
Example 1. The rotor system studied by Taylor and Kumar 

(1980) for the response analysis is employed to demonstrate 
the system stability. The system parameters are given by 

Rotor mass m = 33.43 kg 
Bearing radius R - 64.80 mm 
Bearing width L = 22.70 mm 
Bearing clearance CV=100/mi 
Viscosity of lubricant ^ = 2.66x 10~3N-s/m2 

Stiffness of centering spring k= 2.154 x 107 N/m 
The following cases of excitations are studied: 

Side load ^ = 0.0, 300, 600, 900, 1200 N 
Mass eccentricity 5 = e/C, = 0.125, 0.250, 0.375 

It is assumed that the oil film is fully cavitated and a natural 

Rotating Speed (10J rad/sec) 

Fig. 3 Nondimensional semimajor axis of the first harmonic response 
versus rotating speed of Example 1 
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Fig. 4 Nondimensional semimajor axis of the second harmonic re
sponse versus rotating speed of Example 1 with B = 0.125 

frequency defined as the stiffness of centering spring over the 
rotor mass is of the value co„ = 802.7 rad/s. 

For various mass eccentricity and side loads, the periodic 
response of the system can be obtained by individually choosing 
proper harmonic components. Figure 2 shows the nondimen
sional constant offset of the journal center in the w direction 
versus journal rotating speed. Figure 3 shows the nondimen
sional semimajor axis of the first harmonic response versus 
the journal rotating speed. Figures 4-6 show the nondimen
sional semimajor axis of the second harmonic response versus 
journal rotating speed for 5 = 0.125, 0.250, and 0.375, re
spectively. The solid lines shown in Figs. 2-6 represent the 
stable motion, i.e., lAlmax< 1.0 and the dashed lines represent 
the unstable motion, i.e., IAImax > 1.0. The higher harmonic 
components of response are found to be very small compared 
to the first harmonic component of response and negligible. 

The stability of the synchronous response is shown in Figs. 
7-9 for 8 = 0.125, 0.250, and 0.375, respectively. For the case 
of no side load, i.e., Fs = 0, the steady-state response is centric 
circular synchronous motion. The stability has been studied 
by Taylor and Kumar (1980) and Greenhill and Nelson (1982). 
It can be shown that, for small eccentricity (e.g., 8 = 0.125), 
the circular synchronous motion is stable and unique. How
ever, if the eccentricity is increased, different dynamic phe
nomena will occur. For the case of 8 = 0.250, there exist the 
jump phenomena for the circular synchronous motion when 
the rotating speeds pass through fi « 1250.0 rad/s. If the 
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Fig. 6 Nondimensional semimajor axis of the second harmonic re
sponse versus rotating speed of Example 1 with S = 0.375 

eccentricity is continuously increased (i.e., 5 = 0.375), it is 
found that the jump phenomena occur at fi =» 1500.0 rad/s 
and a bistable operation behavior appears as 0 > 1500.0 rad/ 
s. The bistable operation behavior and jump phenomena have 
been shown to be very important (Gunter et al., 1977; Botman 
and Samaha, 1982; Rabinowitz and Halm, 1983). The existence 
of side load will distort the orbits of circular synchronous 
motion and result in subharmonic whirl motion. In addition, 
it can destabilize the synchronous motion. 

Consider the case of 5 = 0.250 and Fs = 900N. It is shown 
that if the journal rotating speed is in the range of 1900-2200 

R o t a t i n g Speed (10 rad /sec ) 

Fig. 7 Stability boundary of the response of Example 1 for S = 0.125 
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Fig. 8 Stability boundary of the response of Example 1 for 6 0.250 

rad/s, there exists no stable synchronous motion. Using the 
numerical method proposed by Hwang and Shiau (1991) for 
solving the subharmonic whirl motions, one will obtain half-
subharmonic whirl motion with a period of Tl/2 = 2T\ = 
2(27r/fi). A direct numerical integration of the equations of 
motion has also been applied to compare the results. Figures 
10(a) and 10(b) show the transient behaviors of subharmonic 
whirl motion calculated by the integration with different initial 
conditions for the time history from \Tl/2 to 147 /̂2 with 0 = 
2000 rad/s. Figure 10(c) shows the orbit of the consecutive 
five periods of time history from 15^/2 to 197V2 for the case 
of Fig. 10(a) and it converges to a limit double-loop motion, 
which is very consistent with the solution shown in Fig. 10(e0 
by the trigonometric collocation method (TCM). The stability 
analysis shows IAImax = 0.750. However, when the journal 
is rotating at a speed 0 = 2200 rad/s, which is near the bound
ary between half-subharmonic whirl motion and synchronous 
motion, the behaviors will be significantly changed. Figures 
11(a) and 11(b) show the transient behavior of subharmonic 
whirl motion obtained by the integration with different initial 
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Fig. 11 Orbits of half-subharmonic whirl motion of Example 1 for S 
0.250, F„ = 900 N, and Ji = 2200.0 rad/s 

Fig. 10 Orbits of half-subharmonic whirl motion of Example 1 for & 
0.250, Fs - 900 N, and 12 = 2000.0 rad/sec 

conditions for the time history from ITW2 to l4Ti/2. Figure 
11(c) shows the consecutive five periods of time history from 
157,/2 to 197 /̂2 for the case of Fig. 11(a). The steady-state 
solution shown in Fig. 11(d) predicted by the TCM is of a 
maximum absolute eigenvalues of transition matrix, IAI max = 
1.029, which implies that the predicted steady-state half-sub
harmonic whirl motion is unstable. For the case of 0 = 2300 

Fig. 12 Orbits of half-subharmonic whirl motion of Example 1 for & 
0.250, Fs = 900 N, and Si = 2300.0 rad/s 

rad/s, Fig. 12(a) shows the transient behavior for the time 
history from 17"! to 28Tx. Figure 12(b) shows the transient 
behaviors with time history after 28T ,̂ and Fig. 12(c) shows 
the final solution. The final solution by integration shows very 
good agreement with the predicted solution by the TCM. It is 
stable because of lfilmax = 0.819. 

It is expected that the ultrasubharmonic whirl motion (i.e., 
1/3-subharmonic, 1/4-subharmonic etc.) will appear at 
the high rotating speed. The way of the determination of high-
order subharmonic whirl motion is the same as that for half-
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subharmonic whirl motion or synchronous motion case except 
that oi is equal to Q/n, n = 3 , 4 , . . . . 

Example 2. This example considers a flexible rotor system 
(Hwang and Shiau, 1991) shown in Fig. 13, which consists of 
rigid disks mounted at stations 1, 4, 5, and 12, and three linear 
isotropic supports located at stations 3,6, arid 13. Two squeeze-
film dampers with centering spring are set at stations 3 and 
13. The data of shaft and corresponding material properties 
are given in Table 1. The mass properties of rigid disks are 
listed in Table 2. The stiffness properties of the linear isotropic 
supports and the data of squeeze-film dampers are indicated 
in Table 3. The rigid disk at station 13 is of mass eccentricity 
20.32 jxm. In addition, the system is assumed to be horizontal 
so that the gravitational effect is considered as a side load 
distribution. 

000 
3 4 

o 
10 11 

1 2 
m 
m 

12: 

13 

I 
//////// /77T7 

Fig. 13 Rotor model of Example 2 

Table 1 Data of the shaft of Example 2 

/ / / / / / / 

Station 

No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

E 

Axial Distance 

to Station (cm) 

0.0 

4.29 

8.89 

10.49 

20.17 

27.69 

44.20 

59.44 

74.68 

89.92 

105.16 

120.14 

127.94 

= 20.69 x 1010 N/m 

Inner 

Radius (cm) 

1.42 

1.96 

1 

2.69 

I 
2.26 

1.42 

2.31 

Outer 

Radius (cm) 

2.95 

! , p = 8193.0 Kg/m3 

Table 2 Mass properties of fixed rigid disk of Example 2 

Station 
No. 

1 

4 

5 

12 

Mass 

(Kg) 

11.38 

7.88 

7.70 

21.70 

Polar Inertia 
(Kg -cm2 x 10~!) 

19.53 

16.70 

17.61 

44.48 

Transverse Inertia 
(Kg • cm7 x 10~2) 

9.82 

8.35 

8.80 

22.24 

Using the modeling approach of the Generalized Polynomial 
Expansion Method (GPEM) and introducing the idea of com
ponent mode synthesis, a set of nonlinear differential equations 
(Hwang and Shiau, 1991), which govern the system motion, 
can be obtained. Moreover, the hybrid numerical method, 
which has the merits of both HBM and TCM,is used to solve 
for the nonlinear response. Figures 14 and 15 show the non-
dimensional semimajor axis versus rotating speed for the first 
and the second-harmonic motions associated with a constant 
offset relative to eccentricity for stations 3 and 13, respectively. 
It is also found that the magnitude of nondimensional semi-
major axis for the third, fourth, and higher harmonic motions 
are smaller than 10~3. Since the steady-state response is nearly 
a circular synchronous motion, the nonlinear squeeze-film 
forces can be approximated by using Eq. (8). It is indicated 
that the steady-state responses using Eq. (8) of dashed lines 
shown in Figs. 14 and 15 are in good agreement with that using 
Eq. (6), which is the model of noncircular motion. The max
imum absolute eigenvalues of the transition matrix [L(T)] are 
shown in Fig. 16. This indicates that the nonlinear steady-state 
responses obtained are stable equilibrium. 

Discussion and Conclusion 

To investigate the dynamic characteristics of a complicate 
nonlinear system, the direct numerical integration method may 
be the simplest way. However, it may be inefficient for solving 
the steady-state response. The methods such as TCM, HBM, 
and the hybrid numerical method described by Hwang and 
Shiau (1991) are of better efficiency to predict the steady-state 
solution. The stability of steady-state synchronous or subhar-

0.50 1.00 1.50 2.00 2.50 3. 
Rotating Speed (103 rad/sec) 

Fig. 14 Nondimensional semimajor axis versus rotating speed for the 
first and second harmonic at station 3 of Example 2 

Table 3 Data of isotropic supports and squeeze-film dampers of Example 2 

Sta t ion 

No. 

3 

6 

13 

Stiffness of 

Center Spring 

( N / m ) 

0.44 X 107 

5.72 x 107 

1.30 x 107 

Damping of 

Center Spring 

(N- sec /m) 

0.0 

0.0 

0.0 

Radius of 

the Journa l 

(mm) 

50.8 

-
50.8 

Axial W i d t h 

of Bearing 

(mm) 

25.4 

-
25.4 

Radius 

Clearance of 

Bearing (pm) 

152.4 

-
152.4 

Viscosity of 

Lubr ican t 

(N- s ec /m 2 ) 

1.5 X 10~2 

-
1.5 X 10~2 
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Fig. 15 Nondimensional semimajor axis versus rotating speed for the 
first and second harmonic at station 13 of Example 2 
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Fig. 16 Maximum absolute eigenvalues of Example 2 

monic whirl motions is examined. The derivatives of the non
linear hydrodynamic forces of a squeeze-film damper with 
respect to the displacement and velocity of journal center are 
expressed in closed forms, which are required in the stability 
analysis. 

For the application of methods of TCM, HBM, and the 
hybrid numerical method, one needs an initial guess of motion 
for the successive iterations to obtain the steady-state response. 

If the solution of synchronous motion is assumed, the predicted 
solution can be found without difficulty. However, if the so
lution of subharmonic whirl motion is assumed, it requires 
more computational effort to obtain the predicted solution. It 
is noted that the motion usually converges first to the response 
of synchronous motion. To obtain the solution of subharmonic 
whirl motion, it is suggested to choose the initial value carefully 
or modify the iterative process. The transition matrix that 
governs the stability of the rotor bearing system can be de
termined numerically with desirable accuracy. If the efficiency 
is concerned, the analysis with component model truncation 
may be a better choice. 

It should be noted that the superharmonic components of 
a periodic solution are also considered in the response analysis 
for both synchronous motion and subharmonic whirl motion, 
except for the centric circular synchronous motion. However, 
they are small compared to the component of fundamental 
frequency and negligible. Furthermore, the results conclude 
that a large unidirectional side load may cause unstable syn
chronous equilibrium response when the journal is of rotating 
speed twice the synchronous resonant speed. In this case, the 
half-subharmonic whirl motion will appear. For small unidi
rectional side load, the transient behavior will also be a half-
subharmonic whirl motion when the journal is rotating at twice 
the synchronous resonant speed. However, the steady-state 
response is synchronous. 
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Development of a Set of Equations 
for Incorporating Disk Flexibility 
Effects in Rotordynamic Analyses 
Rotordynamic equations that account for disk flexibility are developed. These equa
tions employ free-free rotor modes to model the rotor system. Only transverse 
vibrations of the disks are considered, with the shaft/disk system considered to be 
torsionally rigid. Second-order elastic foreshortening effects that couple with the 
rotor speed to produce first-order terms in the equations of m&tion are included. 
The approach developed in this study is readily adaptable for usage in many of the 
codes that are currently used in rotordynamic simulations. The equations are similar 
to those used in standard rigid disk analyses but with additional terms that include 
the effects of disk flexibility. An example case is presented to demonstrate the use 
of the equations and to show the influence of disk flexibility on the rotor dynamic 
behavior of a sample system. 

Introduction 
Modern turbomachinery is used to provide power for a wide 

range of applications, from steam turbines for electrical power 
plants to the turbopumps used in the Space Shuttle Main En
gine. Such devices are subject to a variety of dynamic problems, 
including vibration, rotordynamic instability, and shaft whirl. 
In order to design and evaluate the performance and stability 
of turbomachinery properly, it is important that appropriate 
analytical tools be available that will allow for the study of 
potentially important dynamical effects. 

In the modeling of any physical device or process, certain 
assumptions and restrictions must be made. It is important to 
assess the validity of such assumptions carefully in order to 
determine the accuracy and range of applicability of the math
ematical model. Rotordynamic analyses are typically per
formed using models with rigid disks and blades. Studies of 
rotor models in which the effects of disk flexibility have been 
included indicate that it may be an important effect for many 
systems. 

The usual procedure for rotordynamic analysis of turbo
machinery with complex geometry consists of coupling the 
free-free rotor and housing modes, obtained through finite 
element analyses, with constraints to produce a model for the 
complete turbomachine. This model is then used in stability 
analyses and for time response simulations. It is considered 
standard practice in obtaining the free-free rotor modes to 
neglect disk flexibility. If rotor disk flexibility is an important 
effect on the free-free rotor modes, significant errors could 
be introduced into rotor dynamic analyses. 

This work presents a technique that incorporates the disk 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 12, 1991. Paper No. 91-GT-75. Associate Technical Editor: L. A. 
Riekert. 

flexibility effects into a modal formulation of a rotordynamic 
model. Rotordynamic equations are developed that include the 
effects of rotor disk flexibility. These equations rely on a modal 
formulation for the rotor shaft and disks (using the free-free 
modes of the rotor) and are generally applicable to any rotor 
system. The assumptions and approximations used in the de
velopment are presented and discussed. An example case is 
presented to demonstrate use of the equations developed in 
this study and to show the influence of disk flexibility on the 
rotordynamic behavior of a sample system. 

Background 
There is a large body of research that is available on the 

dynamic behavior of rotating flexible bodies. The following 
is not meant to be an exhaustive review of previous work but 
a discussion of the works that most influenced the current 
effort. 

A classic work by Lamb and Southwell (1921) presented a 
discussion of the vibrational behavior of a free spinning disk. 
This work served as the basis for much further work in this 
area. Southwell (1922) extended this study to examine the vi
brational behavior of a spinning disk clamped at its center. 
Pringle (1969) presented a method for examining the dynamic 
behavior of a system with connected moving parts. Likins 
(1974) performed a study of mathematical modeling of spin
ning elastic bodies for use in modal analyses. Laurenson (1976) 
discussed methods for performing modal analysis on rotating 
flexible structures. Meirovitch (1976) presented an analytical 
study of discretization methods for flexible gyroscopic systems 
and drew conclusions concerning the appropriateness of var
ious techniques. 

There is also a fairly large body of work documented in the 
literature concerning studies of disk flexibility on rotors and 
turbomachinery. Klompas (1974) developed a technique for 
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studying shaft whirling, which included the effects of flexible 
disks and blades. Klompas (1983) extended his work by in
cluding the effects of disk flexibility in a study of the unbalance 
response of a turbomachine. This work was primarily aimed 
at investigating the effects of blade loss. Chivens and Nelson 
(1975) studied a continuous flexible rotor shaft carrying a 
continuous flexible plate with a rigid core. They developed the 
associated governing partial differential equations and pre
sented a number of parameter variation studies. They con
cluded that, for a rotor with asymmetric supports, disk 
flexibility is likely to have little effect on critical speeds but 
may have a significant influence on natural frequencies. Dop-
kin and Shoup (1974) performed a study of the effects of disk 
flexibility on the resonant frequencies of an axisymmetric ro
tating shaft. They found that the effects of disk flexibility may 
significantly reduce the rotor resonant speeds and that this 
effect was particularly pronounced at low rotor speeds. Wilgen 
and Schlack (1977) investigated the effects of disk flexibility 
on shaft whirl stability using Liapunov techniques. Palladine 
and Rosettos (1982) developed a finite element method for 
examining the effects of flexibility on the behavior of a rotor. 
Sakata et al. (1983) studied the transient vibration behavior 
of a rotor subjected to a blade loss and included the effects 
of disk flexibility. Shahab and Thomas (1987) studied finite 
element models of single and multidisk rotor systems and com
pared the results to experimental models. This study indicated 
that coupling effects between the shaft and disk modes can 
have a significant effect on the dynamical behavior of a rotor. 
Vance (1988) studied several rotor systems, performing a com
bined experimental-analytical investigation. His analytical 
model was configured so that the effects of disk attachment 
flexibility could be accounted for in an approximate fashion. 
These studies indicated that, for many cases, the inclusion of 
rotor disk attachment flexibility could significantly improve 
the correlation between experimentally measured rotor free-
free natural frequencies and calculated values. 

Most of these studies have concentrated on qualitative in
vestigations of disk and blade flexibility effects. In many cases, 
the rotor models used are not readily adaptable to the com
plicated geometric configurations that are characteristic of 
practical rotor systems. One of the most direct methods of 
addressing the modeling issues that arise due to complex rotor 
geometry is to formulate equations of motion in terms of 
generalized coordinates using the mode shapes of the non-
spinning rotor. Ryan (1989) has developed a rotordynamic 
analysis package currently used by NASA for study of the 
SSME turbopumps. The analysis procedure requires the for-

Nomenclature 

drrijj = mass associated with point (/, j) 
hjj = axial distance of point (/, j) from 

center of disk 
4 = polar mass moment of inertia for /th 

disk 
/ = disk index 
j = point index for each disk 

k, I = mode number indices 
kd = number of rotor disks 
Mi = number of points on /th disk 

n = number of rotor modes 
<?M> Qz,k = &th generalized coordinate in inertial 

coordinate system 
Px,ij* Py,i,h Pz.iJ = displacement components for y'th 

point on /th rotor disk in terms of 
generalized coordinates 

r,j = radial coordinate of point (/, j) 

mulation of the rotor model in terms of its free-free mode 
shapes and frequencies. Rotor disk flexibility is not currently 
accounted for in this analysis. A finite element study conducted 
by Flowers (1990) indicated that disk flexibility may signifi
cantly affect the free-free rotor modes and frequencies for the 
SSME high-pressure turbopumps. This implies that significant 
errors could be introduced into the rotor dynamic analysis by 
neglecting disk flexibility effects. So, it is important to develop 
means of accounting for them in the analysis procedures. This 
study presents a set of rotordynamic equations that account 
for disk flexibility effects and that can be readily incorporated 
into a modal-based rotor dynamic analysis program. 

Derivation of Equations 
The equations of motion will be derived in a very direct 

manner. The rotor will be modeled as consisting of a series of 
kd disks joined by elastic interconnections. All rotor disks are 
assumed to have equal hub axial displacements and the com
bined system is assumed to be torsionally rigid. Axial coupling 
effects between the rotor and flexible disks are neglected. First, 
the position of an arbitrary point on the /th, rotor disk will 
be developed in terms of specified variables that describe the 
rigid body motion (translation and rotation) and the elastic 
flexing of the point. The rotation sequence for the rigid body 
rotation of the /th disk is shown below (refer to Fig. 1): 

6yj about y 

QZyi about z 

Qt about x 
Using this rotation sequence, a position vector for an ar

bitrary point (the y'th) on the /th rotor disk is formed: 
rU = Px,lj* + Py.ijfi + Pz.ijt (1) 

where 

Px,ij = hi j+X, + uu - rcos{i>jj + Qf)sin(02,() 

+ rjjsin(vjj + Qt)sm(dyit) 

Py,ij = Yi + hijsm(8Zil) + njcos&ij + Qt)cos(dZyi) 

+ Uijsin(dzj) + VijeosQt - WijsinQt 

Pz-tJ = Zj + rijsm(vu + Ut)cos(6yJ) - /!,vcos(6l!.,/)sin(^i,) 

- Ujjsm(8yjj) + WjjCosQt+ Vijs'mQt 
+ njcosivjj + Qt)sm(6ydsm(6Zil) 

Ujj, Vjj, Wjj = elastic deflections of point (/, j) 
X-„ Yit Zj = translational coordinates for hub of 

/th disk 

r*./ = 2 Ii*w 
1 = 1 

€L> eL' = second-order displacements of point 
(/, j) in the y and z directions 

' Ayjj, AZJJ, A/j, dfj = &th mode shapes for displacements of 
point (/, j) 

VJJ = angular coordinate of point (/, j) 
£>>,*> ̂ z,k — kth. generalized coordinate in rotating 

coordinate system 
•#f, $f = ytth mode shapes for hub displace

ments of /th disk 
Q = rotor speed 

Q0 = nominal rotor speed 
co„ = natural frequency 
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Fig. 1(a) Mi disk hub translation coordinates 

Fig. 1(b) /th disk hub rotation coordinates 

Ordering Scheme. The above expressions are valid for dis
placements of any arbitrary amplitude. The linearized equa
tions of motion that are the object of this discussion are 
expressed in terms of generalized coordinates using the free-
free mode shapes of the complete rotor. In working toward 
this result, it becomes necessary to impose an appropriate 
ordering scheme on the variables used in this development. 
6yj, 6zj, Ujj, Vjj, w,j, Xh Yh and Z, will be taken as first order 
or "small" quantities for the purpose of this derivation. 

Foreshortening Effects. Certain second-order terms in the 
displacement and velocity expressions will couple with the spin
ning of the disk to produce first-order terms in the final equa
tions of motion. Notice that such a result is due to the zeroth-
order nature of the spin rate and the distance from the center 
of rotation. In order to develop a correctly linearized set of 
differential equations, it is necessary to account for such terms 
adequately. Those second-order terms associated with the rigid 
body motion of the disk will arise naturally as the position 
vector is simplified to retain only zeroth, first, and second-
order terms. In addition, second-order terms will arise due to 
flexing of the rotor disk, a phenomenon often referred to as 
foreshortening. Since linear displacement mode shapes are used 

in this formulation, second-order displacement effects are not 
accounted for in the modal transformation. 

There have been a number of investigations of foreshorten
ing and related effects in recent years. In addition, there has 
been considerable debate as to the appropriate manner for 
including such terms in equation formulations. Some of the 
work that has been examined in the course of this study is 
presented by Hodges (1984), Banerjee and Kane (1987), Lips 
(1987), Banerjee and Dickens (1989), Yoo et al. (1989), London 
(1989), and Banerjee and Kane (1989a, 1989b). 

The magnitude of the foreshortening terms is dependent on 
the nonlinear deflection of a point on the rotor disk and is, 
thus, highly dependent on assumptions made about the ma
terial behavior. For the purposes of this development, a sim
plified approach to quantifying the foreshortening effects will 
be used. It is based upon the following assumptions: 

1 Disk material is linearly elastic. 
2 The length of a line in the undeformed disk stretches in 

accordance with the deflection mode shape of that line (only 
linear stretching). 

3 A line in the disk is inextensible due to loading of the 
disk orthogonal to that line. 

The desired foreshortening terms are second-order displace
ment components for a point. Let (x*j, y*j, z*J) be the Cartesian 
coordinates describing the location after deformation of the 
disk of point (/, J), located at (x,j, yij, Zjj) before deformation 
of the disk. Examination of Eq. (1) demonstrates that PXiij 
has no zeroth-order terms that are time-varying. Therefore, 
second-order displacement effects in the axial direction will 
not couple with zeroth-order terms to produce first-order terms 
in the linearized equations of motion. So, x*j will not be con
sidered further in this discussion. 

Based on the assumptions listed above and in accordance 
with techniques described by Banerjee and Kane (1989b), it 
follows that 

y^yij+viJ--[ y + y j * (2a) 

Therefore, the desired second-order correction terms are 

Simplified Position Vector. The simplified position vector 
that results from retaining appropriate zeroth, first, and sec
ond-order terms has the following components: 

Pxjj = Xj + hi j + Uij - njcosfaj + nt)dzJ 

+ rijSm(vij+Qt)6y,i (4a) 

pyJJ = Y,+/*,-A;+nj (l-e-f) C0S(p'J+n?> 

+ M/\A,i + VjjCOsQt - WijsinQt + efjeosQt - efjsinQ? (4b) 

Pzjj = Zi - h^j + r,j (1 - 6-f\ sin(vij +Qt) 

+ rijCOs(vjj + Qt)6yifiZti- Uijdyj 

+ WjjCosQt + VjjsmQt + ejjCosQt + e/jsinilt (4c) 

Velocity Vector. The position vector of Eq. (4) can now 
be differentiated to produce the following velocity vector: 

V,j= V*,ijX+ Vy,J+ Vzjjz (5) 
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where 

V • =P • 

V = P 

V =P 
r Z,1J 1 Z,1J 

Kinetic Energy. The kinetic energy of the fth disk can be 
formulated as 

l £ 
T, = zYi rt,ij+Viyjj+Vizjj)dmlj 

J'=I 

The total kinetic energy of the rotor is then 

T= 2 Ti 

(6) 

(7) 

Free-Free Mode Shapes. The free-free rotor mode shapes 
will be used in this development to express the kinetic and 
potential energy in terms of generalized coordinates. These 
mode shapes are determined for a nonrotating structure and 
thus serve to describe the deflections in terms of a coordinate 
system that rotates with the spinning disk. The angular co
ordinates, 6yij and 0Z]h describing the rigid motion of a disk 
hub are expressed in terms of reference frames that are not 
spinning with the disk. In order to use the free-free rotor mode 
shapes appropriately to transform the equation set, it is nec
essary to transform the generalized coordinates from the ro
tating reference frame to the inertial reference frame. The free-
free mode shapes and the required transformations can be 
expressed in the following manner. 

First, examine a (linearized) displacement vector describing 
the motion of a point (/, j) on a nonspinning rotor disk. 

fiJ = Px-,jX + Py<iJ + Pz-,jZ (8) 

where 

Pxjj = Xi - rijCos(v,j)e^ + njsmivijffij + uu (9a) 

• Pyjj=Yl+hijBZ+vIJ (9b) 

Pzjj=Zl-hlj^+wiJ (9c) 

where d"rj and 8"j represent dyj and 6Zii for zero rotor speed. 
In terms of the mode shapes, the above components can be 

expressed in the following manner: 
n n 

PXtij = X,+ 2 A*,,&,,*+ J] A * . W U (10a) 
k=\ k=\ 

f ;W=E^M+S^ U°*) 
k=l *=1 

n n 

pZJJ = 2 tiAz,k + 2 «£,&,* (10c) 
k=l k=\ 

The generalized coordinates that will be used in the final 
equations, qzk and qyk, are related to an inertial reference 
frame. The generalized coordinates used in the above relations, 
£Zik and %yik, are related to a disk-based coordinate system. 
The following transformation relates the two sets of gener
alized coordinates: 

Zyj = cos(Qt)qy<k + sin(Qt)qZik (1 la) 

£z,k = cos(Qt)qZik - sm(Qt)qy,k (lib) 

For the case of an axisymmetric rotor, a restriction that will 
be imposed on the analysis for the remainder of this devel
opment, the following relations hold. The rigid body rotations 
and translations of the disks (expressed in an inertial reference 
frame) are transformed in terms of the generalized coordinates 

> , , , • = - ! ] * & . * 

n 

k=l 

n 

(12a) 

(12b) 

(12c) 

(12d) 

Xj = X (12e) 

The following relations are very useful in simplifying the 
kinetic energy expression: 

YJ n,jCOs(viJAiijdmij = 0 (13a) 

M, 

2 rijsin(viJAyiijdmiJ = Q (136) 

M; Mj 

Y^^y,i,A'yJJdmiJ=^]Az,iJA'zJJdmiJ - ( l3 c) 

Mi 

J]AliJA
l
yjjdmiJ = 0 (13d) 

Mj 

Yt4AjdmiJ = 0 (13e) 

Mi 

J]riJcos(viJAtjdmij = 0 (13/) 

Mi 

J] rusm(vij)Aljdmij = 0 (13g) 

Mi 

2 rufios(yiJ)Sljdmu = 0 (13/;) 

Mi 

]>j riJsin(i'iJ8fjdmij = 0 (13/) 
y'=i 

Using the above modal relationships and examining the lin
earized displacement relations for zero rotor speed, the elastic 
displacement of the point (/, j) are expressed as 

n n 

Uij = PXJj-X,- YJ A j s i n f a j ) * ^ , * - 2 njCos(ViJ)^ji]z,k 

k=l * = 1 

A r = l * = 1 

v,j = Py.U- E WUz,k= S 7^, .*+ E «£&,* (14^) 
A r = l * = 1 * = 1 

Wi.i 
k=l k=l 

Substitution of the appropriate relations expressed in terms 
of the generalized coordinates, and simplification based on the 
relations of Eq. (20), yields the following expression for the 
kinetic energy of the rotor: 

T={-(MX+{qy})T{qy] + {qz}
T[qz}) 

-Q{qy,k}[T+A + Qlqz}+niqz,k}[A-Qlqy} 

-n2{qy}lB]{qy}^tf{qz,k)lB){qz,k} (15) 
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where 
kd M/ kd Mj 

A".' = E S tiXjdmu + 2 ^ E ^Ajdm.j (16A) 
I = I J = I / = i j = i 

kd M, kd M; 

BkJ = DkJ- Y,YJ A M X . / - / / ' " / . > - 4 I ] S - tiAjdmu 

(166) 

, 1 
c*.,=-S *?*ft (16c) 

,.= ly-=1 . ,=oV'"' ^ ^ 
^-ssr^^^"^ 

&T'iJ S T L . S K U &< l J ^ id. '•] 

by by J'd by by y>j TT T^+yu i7 ~tr I dm>j dy 

- S E I ' ^ ^ ^ " * ^ 
/= l j = 1 ^z = ° 8z bz 

[*•>(( br^jbrfj, 6K!,j 8K* 

/= l J , ' = l J « = 0 
+SS]".({^^^^^)^K <"*> 

l?J.J = <ly.k 

\qyJ 

Qz,k 

W»/ 
I \ / , ^4*,/. #*,/> Q / , and Z)w are the (A:, /) elements for matrices 

F, A, B, C, and D, respectively. dm-,j represents the mass 
associated with they'th point on the rth disk. 

Potential Energy. If the material of the rotor and disks is 
linear and the modes are properly scaled, the potential energy 
of the rotor system can be represented in the following form: 

\Qz\ = 

.._ 1 . . / > , , ] 0 \(qy (17) 

where 

hl\ 
0 

\o 

0 • 
2 

«„2 • 

0 • 

• °\ 
• 0 

• ^ y 
and [ofy represents the squared natural frequencies of the flex
ible rotor-flexible disk. 

Equations of Motion. The Lagrangian associated with the 
above system can now be formed as 

L=T-V (18) 

The equations of motion can then be formulated using the 
standard Lagrange equations method. The flexible shaft-flex
ible disk equations that result are 

[qy] +Q[V + 2A]{qz] + lo>l + U2B][qy} 

= [interconnection coupling and damping terms) (19a) 

lqt)-air + 2A]lqy) + [u2„ + QiBllqz} 
= {interconnection coupling and damping terms) (19fo) 

where A and B are as previously defined. 
For brevity, the interconnection coupling and damping terms 

account for all dynamic effects acting on the rotor except those 
explicitly mentioned, including seal forces, bearing forces, and 
fluid interaction forces. 

The rotor equations for the comparable rigid disk system 
are 

qy + W\[qz\+[^[Qy} 
- I interconnection coupling and damping terms) (20a) 

qz-Q[r]lqy) + l<£]iqt) 

= | interconnection coupling and damping terms) (206) 

where the respective matrices have been formed using the free-
free mode shapes and frequencies obtained from a finite ele
ment rotor model in which the disks have been treated as rigid 
structures. 

Example Case 

In order to demonstrate the usage of the equations that have 
been developed in this study, an example case will be inves
tigated. The natural frequencies and critical speeds for equiv
alent rotor models with and without disk flexibility effects will 
be presented. The rotor models that will be used for the pur
poses of this example are for the Space Shuttle Main Engine 
(SSME) High-Pressure Oxygen Turbopump (HPOTP). The 
two models are discussed in some detail by Flowers (1990) and 
are referred to as the "flexible disk rotor model" and the 
"rigid disk rotor model," respectively. 

The rotor models were coded into finite element models and 
the free-free mode shapes and frequencies calculated. These 
data were then used to construct the respective matrices in Eqs. 
(19) and (20). The resulting linear differential equations were 
coded into a FORTRAN computer program to solve for the 
system eigenvalues. Bearing stiffness was the only constraint 
used in this study. A value of 4.0 x 105 lb/in. (2.76 x 109 N/ 
m) was used. No damping terms were included. 

Figure 2 is a comparative plot for the natural frequencies 
as a function of rotor speed for the rotor modeled using rigid 
and flexible disk models. The natural frequencies and rotor 
speed are scaled by the nominal operating speed, Q„, of 28,200 
rpm. Notice that there is an additional mode for the flexible 
disk model as compared to the rigid disk model. As discussed 
by Flowers (1990), two second shaft bending modes result from 
excitation of in-phase and out-of-phase motion of the disk 
with the respect to the rotor shaft. The in-phase mode cor
responds fairly closely to the second bending mode for the 
rigid disk rotor model. The out-of-phase mode appears as a 
distinct branch with no corresponding mode from the rigid 
disk model. The intersections of the synchronous line with the 
natural frequency curves determine the critical speeds for the 
rotor system. For this particular case, little variation of the 
critical speeds is observed for the two models. Only at rotor 
speeds significantly above the nominal operating speed are 
significant differences observed. In addition, for low-fre
quency modes, the respective natural frequencies are close for 
all rotor speeds. Such behavior indicates that for synchronous 
excitation, disk flexibility effects do not play a significant role. 
However, for higher frequency modes, the respective natural 
frequencies of the rigid and flexible disk models diverge quite 
a bit, particularly with respect to backward whirling. Thus for 
superharmonic vibration, which could be excited by nonlinear 
effects such as rubbing or nonlinear bearing stiffnesses, disk 
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Fig. 2 Comparison of natural frequencies for rigid disk and flexible 
disk rotor models of the SSME HPOTP 
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Fig. 3 Comparison of natural frequencies for flexible disk rotor models 
with and without elastic foreshortening 

flexibility can play a very significant role. In fact, such re
sponses have been observed in simulation studies. These results 
tend to confirm the conclusions of Chivens and Nelson (1975) 
that disk flexibility does not significantly affect critical speeds 
for rotors with axisymmetric supports, but may have an im
portant influence on natural frequencies. 

The comparable branches for the flexible and rigid disk cases 
tend to merge for higher rotor speeds. This is due to spin 
stiffening effects, which are not properly accounted for without 

the inclusion of foreshortening effects. Figure 3 is a compar
ative plot for the natural frequencies as a function of rotor 
speed for the flexible disk rotor model with and without the 
effects of elastic foreshortening. As is expected, foreshortening 
does not have an important influence on the lower natural 
frequencies for relatively low rotor speeds. For the higher 
natural frequencies and for higher rotor speeds, the natural 
frequencies predicted by the two models diverge significantly, 
particularly for backward whirling motion. In fact it can be 
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seen that, for sufficiently high rotor speeds, the model without 
foreshortening has a spin softening effect rather than the spin 
stiffening effect that is expected. So in order to model rotating 
flexible disk-flexible shaft dynamics adequately, it appears that 
the inclusion of foreshortening effects can be quite important. 

Conclusion 
The development of a set of rotordynamic equations that 

incorporate the effects of rotor disk flexibility has been pre
sented. The derivation has proceeded in a direct fashion from 
the development of a position vector for an arbitrary point on 
the rotor to kinetic and potential energy expressions in terms 
of free-free mode shapes and frequencies for the complete 
rotor. The energy relations were then used to obtain the as
sociated equations of motion in terms of generalized coordi
nates by means of the Lagrange equations. 

The rotor equations developed in this study are quite similar 
in form to those typically used for rigid disk models, but two 
additional matrix terms are included. The two additional terms 
in these equations, A and B, are modal integrals over each 
rotor disk and reduce to the corresponding terms in the rigid 
disk equations when the rigid disk modes are used. Usage of 
these equations should allow current rigid disk rotordynamic 
analysis programs using a modal formulation for rotor and 
housing models to be modified in a relatively easy and straight
forward manner to include disk flexibility. 
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A Simple Frequency Expression 
for the In-Plane Vibrations of 
Rotating Rings 
An approximate but accurate expression for determining the reference in-plane 
flexural frequencies of rotating rings is presented. The ring reference frequencies 
are with respect to a coordinate system that rotates with the ring at the mean speed 
of the forward and backward traveling waves analogous to the standing wave ap
proach for rotating disks. The formula is based on adapting the correction factor 
for shear, centrifugal stiffening, and centrifugal mass of prismatic bars to be applied 
toHoppe's "Classical" formula for stationary, slender, inextensible rings. The result 
is a closed-form analytical solution applicable to arbitrary shaped rotating rings with 
distributed loading. The formula has been verified for a wide range of ring radial 
depths and nodal diameters by comparison to elaborate NASTRAN solid finite 
element models that account for shear, centrifugal stiffening, and centrifugal mass 
effects. Excellent correlations, within 1 percent, for all test cases were achieved. 
Forward and backward traveling-wave frequencies are obtained by using the ref
erence frequency expression into Bryan's "classical" formula for thin rotating rings. 
Centrifugal mass contribution was shown to be particularly important for thin rings 
vibrating at low nodal diameters. 

1 Introduction 
The understanding of the vibration characteristics of rotat

ing rings is of particular importance in turbomachinery as well 
as numerous other applications. Analysis techniques for the 
free vibrations of circular rings have been in publication as 
early as the 19th century when Hoppe (1871) and Bryan (1890) 
both used inextensional, shearless deformation and negligible 
rotatory inertia assumptions to investigate the flexural vibra
tions of stationary and rotating rings, respectively. The for
mulations by Hoppe and Bryan apply mainly to modes of low 
circumferential wave numbers and thin rings. To improve ac
curacy, many investigators (Bickford and Reddy, 1985; Lin 
and Soedel, 1988; Endo et al., 1984; Lallman, 1980) have 
attempted to incorporate one or more of the significant factors 
in their formulations. Unfortunately, accounting for some or 
all of the factors required to enhance the predictions increases 
the complexity of the formulation to the extent that simple 
closed-form solutions are not possible and numerical solutions 
became the only alternative. With the increased emphasis on 
accuracy to ensure minimum weight designs, engineers and 
designers have resorted to the use of state-of-the-art finite 
element analysis techniques at the expense of increased com
puter cost and labor and loss of "a feel" for the physics of 
the problem. Even with today's capabilities of supercomputers 
and the availability of general purpose advanced finite element 
codes, the task of computing traveling wave frequencies of 
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 12, 1991. Paper No. 91-GT-72. Associate Technical Editor: L. A. 
Riekert. 

rotating rings including the effects of centrifugal stiffening, 
centrifugal mass, and shear deformations requires a high de
gree of user expertise. The purpose of this paper is to introduce 
a useful approximate, yet accurate, formula for the calculation 
of the in-plane flexural frequencies of rotating circular rings, 
which include the effects of shear deformations, centrifugal 
stiffening, and centrifugal mass. These effects are incorporated 
through a series of correction factors based on prismatic bars 
and adapted to the classical formula by Hoppe. Having a 
closed-form solution is a great aid for the design engineer in 
developing insight into the structural behavior as well as con
fidence in problem solving ability. It is hoped that this paper 
will encourage other researchers to develop simplified ap
proaches to other complex structural problems to minimize 
the total dependence on digital computers to perform basic 
analyses. 

2 Traveling Waves in Rotating Rings 
The dynamic characteristics of rotating rings are inherently 

different from those of rotating disks. For a given rotational 
speed, a ring experiencing in-plane vibrations in an «-wave 
mode will have two natural modes associated with forward 
and backward traveling waves. A strain gage mounted on the 
rotating ring will sense two distinct frequencies corresponding 
to the forward and backward circumferential traveling waves. 
This is different for the case of a rotating disk where a strain 
gage mounted on the disk will sense only one frequency for 
the fl-wave natural mode. This basic difference is due to the 
in-plane flexibility of the ring and the associated radial and 
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Frequency 

l„ + n CI • (Forward, stationary) 

• *„ (Rotating) 

fn - n f l " (Backward, stationary) 

Speed of rotation 

Fig. 1 Campbell diagram for disk 

tangential motion of the ring elements due to the rotational 
effects. A detailed explanation of the phenomenon was pre
sented by Macke (1966). Campbell diagrams, Figs. 1 and 2, 
compare typical dynamic responses of rotating disks and rings 
in both the rotating and stationary reference frames. It should 
be noted that in both cases the relationships between the natural 
frequencies in the rotating and the stationary (inertial) refer
ence frames are related through the same Galilean transform, 
namely: 

f„=f«±nQ* (1) 

where the superscripts S and R indicate stationary and rotating 
reference frames, respectively, and the ( + ) sign corresponds 
to the forward traveling wave. 

For the purpose of this paper, the in-plane flexural fre
quencies of rotating rings are thought of in terms of their 
reference frequencies corresponding to the average of the for
ward and backward traveling wave frequencies. This pseudo 
"standing" wave approach is more convenient for correlations 
with NASTRAN (MacNeal-Schwendler, 1988) finite element 
modal analysis compared to a transient dynamic analysis. For
ward and backward traveling wave frequencies are then ob
tained using Bryan's formula, namely: 

2nQ* 
fn=fn* 

(n2+\) 
(2) 

where /„ is the reference frequency corresponding to the n-
wave mode and the ( - ) sign indicates forward traveling wave. 
Bryan's expression for the reference frequency is given by 

fn-
1 n2(n2-lf Elg n2(n2- D2 

A-w1 n2+l Aya {n2+\f 
Q (3) 

The improvements over Bryan's formula are thus aimed at 
increasing the accuracy of the reference frequency predictions. 
This is a valid assumption since shear, centrifugal stiffening, 
and centrifugal mass corrections are implied in the reference 
frequency term only. 

Frequency 

n'+ 1 

2n 

nfj* (Forward, stationary) 

fn + —f^— tl' (Backward, rotating) 

fi— a- (Forward, rotating) 

Speed of rotation 

Fig. 2 Campbell diagram for ring 

3 Approximate Formula 

The classical formula for in-plane flexural vibration of a 
circular ring with uniform cross section is given by Hoppe 
(1871): 

fn = 
2TT 

n(rf-\) 

^ 

1 

l+4n 2 J f l A M Y + ? 

Elg 
n = 2, 3, (4) 

The correction factors to account for shear deformation, 
centrifugal stiffening, and centrifugal mass are based on the 
simple analogy to prismatic bars with simply supported ends 
in equilibrium with an integer number of full sine waves along 
the beam span corresponding to the same number of nodal 
diameters on the ring, as shown in Fig. 3. 

Shear Factor (iQ. The correction factor for the flexural 
vibration frequencies of prismatic bars due to shear defor
mation is given by Timoshenko (1921) as 

fi r(w/ shear) J n j(w/o shear) xK2 
(5) 

where 

K2 1 

I Ea it2 

l+A~~G\l 

This shear correction factor will be used as an approximation 
for the in-plane flexural vibration of the ring in nodal patterns 
described by n full waves along the circumference. 

Centrifugal Stiffening Factor (Kcs). The application of a 
constant tensile load along the axis of a prismatic bar will 
result in an increase in its natural frequencies (Woinowsky-
Krieger, 1950). Similarly, a rotating circular ring will develop 
internal direct hoop stresses over the cross section proportional 
to (fi2). This hoop load will have the same effect of increasing 
the ring natural frequencies as in the case of the prismatic bar. 
Thus, using the analogy of the simply supported bar, the cor
rection factor for centrifugal stiffening of a ring in n nodal 
diameter pattern is given by 

N o m e n c l a t u r e 

A = cross-sectional area 
a = radius to ring centerline 
b = ring width 
E = Young's modulus of elasticity 
F = force 
/ = frequency, Hz 
G = shear modulus 
g = acceleration of gravity 
h = ring radial depth 

/ = cross-sectional area moment of 
inertia 

/ = V- i 
/ = length of ring circumference 

M = bending moment 
m = mass per unit length 
n = ring mode number 
o = origin of coordinate axes 
P = tensile load at ring section 
Q = shear force 
q = attached nonstructural weight 

R 
t 

x,y 
a 

7 
V 

P 
Q 

Q* 

0) 

O' 

= ring outer radius 
= time 
= coordinates 
= section form factor in shear 
= specific weight 
= Poisson ratio 
= mass density 
= rotational speed, rad/s 
= rotational speed, CPS 
= frequency, rad/s 
= d( )/dx 

Journal of Engineering for Gas Turbines and Power APRIL 1993, Vol. 115/235 

Downloaded 02 Jun 2010 to 171.66.16.121. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



— X n ~ 2n n 

Fig. 3 Simply 
mode 

= 2 full waves 
supported bar representing a ring in a two-nodal diameter 

Fig. 4(a) A simply supported bar rotating about a fixed origin 

m Q2ydx 

M + — dx 
SX 

Fig. 4(b) Element equilibrium including centrifugal mass term 

/n(w/CS) /[(w/o CS) 

where 

PX2„ 
^ C S - I 1 + 2 

and 

•KLEI) 

P=(yA + q)Q2a2/g 

Centrifugal Mass Factor (KCM). Centrifugal mass is a term 
that accounts for the variation of the centrifugal force as a 
result of the vibratory motion of the structural element (Do-
kainish and Rawtani, 1972). The effect of incorporating this 
term in the equations of motion is a reduction of the elastic 
restoring force and consequently a reduction in the natural 
frequencies, as will be illustrated in the following example. 

To incorporate the effect of this term, consider the problem 
of a simply supported beam rotating about a fixed axis through 
point o with a constant speed Q, as shown in Fig. 4(a). We 
assume that the ratio R/\ is large such that the direction of 
the centrifugal force on the beam element along the span is 
nearly perpendicular to the beam centerline. The equilibrium 
force, including the centrifugal mass term, is shown in Fig. 
4(b). The differential equation of equilibrium in the y direction 
is given by 

D.E.: 
d4y 

dx 

B.C. {s): 

„2 dy 
mQ.y + m-^p-- 0, \ >x>0 (7) 

y(0, f)=y"(0, 0 = 0 

y(K,t)=y"(\,t)^0 

Assuming a harmonic solution in the form 

y=Yeiu" 

reduces Eq. (7) to 

D.E.: YIV-I34Y=0; X > x > 0 

B.C.(s): 7(0)=y"(0) = 0 

Y(\) = Y"(\)=0 

(8) 

(9) 

where 
m(Q2 + w2) 

EI 
(10) 

Equation (9) is the classical Euler formulation of the flexural 
vibrations of a simply supported beam (Thompson, 1981). The 
eigenvalues, corresponding to the feasible harmonic solutions, 
are given by: 

; « = 1 , 2 , 3 , . . . 

2 inir\ EI •> . „ „ 
c 4 = ( — — - f l 2 ; « = 1,2, 3,. 

k m 

(11) 

(12) 

Thus, for the ring problem, the correction factor for cen
trifugal mass will take the form 

fn( I — J n -K2
r 

where 

(w/CM) — J « ( w / o « ) ~"-CM 

K2
CM= l -

(13) 

Combining all three factors, the approximate formula will 
take the form 

fn — f n(Hoppe) X A"s X KCs ~ KcM 

(6) or, in expanded form, 

(14) 

L = 
1 W - l ) l\2^T + <A * 

2TT Vl+f l 2 a 1 r? 

Elg (. , P\2„ 
1 + *EI 

J_Ea_T^ 
l+A G kl 

n = 2, 3, . . . (15) 
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Fig. 5 Ring geometry considered for analysis 
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Fig. 6 NASTRAN cyclic symmetry models for five ring configurations 

4 NASTRAN Verification 
To verify the accuracy of the approximate formula in Eq. 

(15), a series of analytical test cases were conducted using the 
MSC/NASTRAN (MacNeal-Schwendler, 1988) version 60A 
on the IBM-3090 computer. Four ring configurations were 
considered in the analysis. These configurations are shown in 
Fig. 5. Thickness-to-radius ratios (h/R) of 0.05, 0.01, 0.15, 
and 0.20 were used to cover both thin and thick rings. 

NASTRAN Models. NASTRAN eight-noded brick ele
ments (CHEXA8) were used to construct a cyclic symmetry 
model, shown in Fig. 6. The breakup is one element in the 
circumferential direction covering 1.25 deg of the 360 deg ring, 
10 elements along the width, and from 3 to 12 elements through 
the thickness depending on the thickness ratio (h/R). A special 
Direct Matrix Abstraction Program (DMAP) that accounts for 
both differential stiffness and centrifugal mass was used to 
compute the in-plane natural frequencies of the different ring 
configurations. 

5 Results 
NASTRAN models were run for nodal diameters 2, 3, 4, 

and 5 for four ring configurations with thickness ratios of 
0.05, 0.01, 0.15, and 0.20. A comparison between the predic
tions using the formula in Eq. (15) and NASTRAN, with 
centrifugal stiffening and centrifugal mass effects included, is 
shown in Fig. 7. As can be seen, the agreement is excellent 

Frequency -
Hz 

1E + 03 

h 
R 

urf**** 

— — Formula 

Nodal d iameter pat tern 

Fig. 7 Comparison between NASTRAN and approximate formula in
cluding shear, centrifugal stiffening, and centrifugal mass effects 

with the differences being less than 1 percent for all nodal 
diameters and thickness ratios (see Table 1). 

To demonstrate the effect of the centrifugal mass correction, 
a comparison between NASTRAN and the formula, without 
the term (-U2), is shown in Fig. 8. Errors on the order of 19 
percent were encountered for the case of a thin ring (h/R = .05) 
at the two-nodal diameter mode. The error is significantly 
reduced as the ring stiffness increases. This conclusion is ob
vious by examination of Eq. (15). 

To demonstrate the effect of the shear correction on the 
natural frequency of the different configurations, a compar
ison between NASTRAN and the formula, without the shear 
correction factor, is illustrated in Fig. 9. As expected, the 
largest effect occurs for the ring with the highest thickness 
ratio and at the highest nodal diameter. The error for this case 
is on the order of 15 percent. 

The improvements of the current formula, Eq. (15), over 
Bryan's reference frequency, Eq. (3), are evident by comparing 
Bryan's results in Table 1 to NASTRAN predictions. Bryan's 
formula indicates a 12 percent error for the two-nodal diameter 
mode of the thin ring case (h/R = 0.05) and a 16 percent error 
for the thick ring (h/R = 0.20) in the five-nodal diameter mode. 
As anticipated, Bryan's shearless deformation assumption has 
led to results that closely agree with the current formula without 
the shear correction factor being incorporated. 

6 Concluding Remarks 
An approximate, yet accurate, formula for computing the 

in-plane flexural natural frequencies of rotating circular rings 
with uniform cross section is presented. Correction factors for 
centrifugal stiffening, shear deformation, and centrifugal mass 
are incorporated. The accuracy of the formula has been verified 
by comparisons to the results of detailed solid finite element 
models run on MSC/NASTRAN for different ring configu
rations. The following conclusions are made: 

1 The accuracy of the formula is within 1 percent compared 
to NASTRAN. 

2 The formula is more accurate than Bryan's formula for 
thin rings vibrating at low nodal diameters and for thick 
rings in high nodal diameters. 

3 Centrifugal mass effect is highest for thin rings rotating 
at high speeds. 

4 Shear correction effect is highest for thick rings at high 
nodal diameters. 

It is hoped that this approach of simplifying complicated 
physical problems can be extended to other structures and 
dynamics applications to help save designers and engineers the 
time and effort of running elaborate finite element models for 
parametric studies during preliminary design. 
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Table 1 Comparison of NASTRAN frequency predictions with ring formula: R -
in., 7 = 0.158, £=16E6, » = 0.3, rpm = 10,000 

h/R Nodal Diam. 
(n) 

NASTRAN 
(Hz) 

Shear, 
Cent. Stif f . , 
Cent . Mass. 
Eqn. 15 

-A. 
Shear, 
Cent. Stiff. 
No Cent . 
Mass. 

No Shear, 
Cent . Stiff. 
Cent . Mass 

6in.fa=1 

Bryan's 

A 
Eqn. 3 

0.05 262 
720 
1301 
2026 

260 
716 
1291 
2008 

309 
735 
1301 
2015 

261 
718 
1298 
2026 

293 
725 
1300 
2027 

0.10 473 
1317 
2458 
3884 

471 
1314 
2455 
3886 

500 
1325 
2460 
3889 

474 
1331 
2511 
4024 

497 
1348 
2537 
4065 

0.15 720 
1992 
3697 
5774 

718 
1991 
3710 
5818 

737 
1998 
3714 
5821 

728 
2052 
3908 
6296 

740 
2055 
3909 
6297 

0.20 993 
2709 
4968 
7629 

989 
2712 
4985 
7687 

1003 
2717 
4988 
7688 

1015 
2865 
5474 
8835 

1023 
2867 
5474 
8835 

Frequency -
Hz 

1E + 03 
8 
6 
5 
4 
3 

P < ^ n n e - a ^ r f ^ " " " 

T^" 
NASTRAN 

«—— Formula w/o 
centrifugal mass 

I 

Nodal diameters 

Fig. 8 Effect of neglecting centrifugal mass on ring natural frequencies 

Frequency • 
Hz 

4 5 

Nodal diameters 

Fig. 9 Effect of neglecting shear correction on ring natural frequencies 
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Dynamic Response of Rotor-
Bearing Systems With Time-
Dependent Spin Rates 
This paper presents an investigation into the vibration of rotor-bearing systems with 
time-dependent spin rates. Due to this spin rate, parametric instability may take 
place in certain situations. In this work, the Galerkin method is used to eliminate 
the dependence on the spatial coordinates, and then the method of multiple scales 
is applied to derive periodic solutions and expressions for the boundaries of unstable 
regions analytically. Numerical results are given for the case where the spin rate is 
characterized as a small, harmonic perturbation superimposed on a constant rate. 
The effects of system parameters on the changes of the boundaries of unstable 
regions are shown. 

Introduction 
Rotor-bearing systems are widely used assemblies in aero

space and mechanical industries. Power machinery, such as 
compressors and turbomachines, usually transmits power by 
means of rotor-bearing systems. In recent years, due to the 
design trend toward higher spin rates to raise the operating 
efficiency, lateral vibration of the system becomes aggravated. 
Therefore, research in the dynamic behavior of rotor-bearing 
systems has prospered in the past few decades (Vance, 1988). 

Previous investigations on the vibration of rotor-bearing 
systems have dealt primarily with the determination of critical 
speeds and mode shapes of the systems which spin at a constant 
rate. According to the methods of analysis, these works can 
be classified into three groups: (1) the transfer matrix method 
(Lund, 1974; Bansal and Kirk, 1975; Vance et al., 1987), (2) 
the finite element method (Ruhl and Booker, 1972; Gasch, 
1976; Nelson and McVaugh, 1976; Akella and Craggs, 1986), 
(3) the assumed mode method (Shiau and Hwang, 1989). Ac
tually the spin rate of a rotor-bearing system is controlled 
within a small range of variance under external disturbances. 
Hence, it would be more general and physically realistic to 
consider a time-dependent spin rate than a constant rate. Due 
to this time-varying spin rate, the system may bring about 
parametric instability in certain situations. 

Very few works dealing with systems rotating at nonconstant 
speeds can be found in the literature. The works by Kammer 
and Schlack (1987a,1987b) appear to be the first ones con
cerning this topic. In these two papers, the angular speed is 
expressed as the sum of a constant value and a small periodic 
perturbation, and the KBM (Krylov-Bogoliubov-Mitropolski) 
method is used to derive approximate solutions and expressions 
for the boundaries of unstable regions. Later Young (1991) 
applied the method of multiple scales of study parametrically 
the dynamic behavior of a pretwisted, tapered beam with a 

nonconstant rotating speed, which was assumed in the same 
way as those in the previous papers by Kammer and Schlack. 
Furthermore, Young and Liou (1992) investigated the Coriolis 
effect on the vibration and stability of a cantilever plate that 
rotates with a time-varying speed. In this paper, the Galerkin 
method is first applied to eliminate the dependence on the 
spatial coordinates, and then the method of multiple scales is 
utilized to derive analytical solutions and expressions for the 
boundaries of unstable regions of the system. This work ex
tends the past research efforts of the authors to study the 
vibration of rotor-bearing systems with time-dependent spin 
rates. 

Equations of Motion 
A rotor-bearing system consisting of a shaft of length /, a 

rotor of mass M located at a distance x0 away from the left 
end of the shaft, and a pair of journal bearings, which are 
modeled as a combination of springs and dampers at both 
ends, is shown in Fig. 1. The system spins with respect to the 
Xaxis at a rate Q, where (X, Y, Z) is a fixed coordinate system. 
(x, y, z) is a rotating coordinate system attached onto the rotor-
bearing system with the x axis coinciding with the X axis in 
the undeformed configuration. 

Assume that the axial deformation u is very small in com
parison with the lateral deflections v and w, and is negligible. 
The strain energy of the shaft, after neglecting the shear de
formation, can be written as 

u' = \ \ \° [Eylyiv^f + EMw^dx 

i [EMv,xx)
2 + EM">>xxndx[ (1) 

Contributed by the Power Division for publication in the JOURNAL OF EN
GINEERING FOR GAS TURBINES AND POWER. Manuscript received at ASME Head
quarters August 1992. Associate Technical Editor: R. W. Porter. 

where EyIy and EZIZ are the flexural rigidities of the shaft in 
the y and z directions, respectively; " , " denotes a partial de
rivative with respect to x. The strain energy offered by the 
bearings is given by 
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Fig. 1 Configuration of a rotor-bearing system 

Ub = [kyyV2 +(kyz + kZy) VW + ^W^Q 

+ [kyyV2 + (kyz + kzy) vw + kzzv?-\x=, (2) 
where kyy and kzz are the direct stiffness coefficients of the 
bearings, while kyz and kzy are the cross-coupling stiffness coef
ficients. Here the stiffness coefficients of the bearings are as
sumed as linear functions of the spin rate (Kirk and Gunter, 
1976). The shaft is assumed to have no damping and the re
sistant force induced by the damping in the bearings may be 
derived from a Rayleigh dissipation function. Therefore, the 
Rayleigh dissipation function of the system is of the form 

1 ., . . ., 
D = ~ {[CyyVl+ (CyZ + Czy)VW+CzzW\ = Q 

+ [CyyV2+(CyZ+CZy)V\V+CZZWl\X=l\ (3) 

where " ' " denotes partial differentiation with respect to time. 
Cyy and czz are the direct damping coefficients of the bearings, 
while cyz and czy are the cross-coupling damping coefficients. 
Usually, the cross-coupling damping coefficients are equal (Kirk 
and Gunter, 1976). During deformation, the absolute velocity 
of a point on the neutral axis of the shaft is found to be 

v= (v-Qw)}+ (w + Qv)k (4) 

where j and k are the unit vectors along the y and z directions, 
respectively. By neglecting the rotary inertia, the kinetic energy 
of the whole system can be written as 

T=- \ " p[(ii2 + w2) + 2Q(vw- vw)+Q2(v2+w2)]dx 

\ p[(v2 + w2) + 2Q(vw-vw)+Q2(v2+w2)]dxl 

+ -M[{v2+w2)+2Q(vw- vw)+tt2(v2 + w2)]x=Xo (5) 

where p is the mass per unit length of the shaft. 
The generalized Hamilton principle for viscously damped 

systems may be written as 

b\2Ldt- [ 2(^6v + ̂ 5w]dt = 0, (6) 
•!,, •!/, \dv dw j 

where t{ and t2 are the time coordinates at which Sv and 8w 
vanish, and the Lagrangian L = T- (Us+Ub). Substituting the 
expressions for strain energy, kinetic energy, and the dissi
pation function into the above equations and going through 
the variation and integration manipulations gives the following 
equations of motion: 

pv — 2pQw — pQ2v - pQw + (EyIyv,xx),xx = 0 

Pw + 2pQv-pQ2w + pQv+ (EzIzw,xx),XJC = 0, (7) 

the following transition conditions at x0: 
Mv - 2MQ.W - Mtfv - Mti w + (Eylyv,xx),x 1 ^ = 0 

Mw + 2MQ v ~ MQ2w + MQv + (EzIzw,xx),x \x=x^ = 0, (8) 

and the following boundary conditions at x=0 and x = l: 

(EyIyV,xx),X+ (kyyV+kyZW) + (CyyV + Ĉ VV) = 0 

(EzIzw\xx),x+ (kzyv + kzzw) + (czyv + czzw)=0 

llylyViXX=^\J 

EJ.w^O (9) 
Equation (7) together with the transition and boundary con
ditions written in Eqs. (8) and (9) defines the mathematical 
model for this problem. 

The mathematical problem defined by Eqs. (7)-(9) possesses 
no exact solution; therefore, approximate methods must be 
adopted to solve it analytically. In this work, Galerkin's method 
is first applied to eliminate the dependence on the spatial co
ordinate x, yielding a set of differential equations in time. 
Based on this method, the forms of the displacements are 
assumed as follows: 

v(x,t)=J]am(t)[-j 
m = 0 \ / 

N /x\" 

w(x,t) = YIbM)[j\ (10) 

where a„, and b„ are undetermined functions of time. Since 
the assumed displacements are not the exact solution of the 
governing equations and do not satisfy the transition condi
tions at x0 and the boundary conditions at both ends, on sub
stituting the assumed displacements into the equations of 
motion, the transition conditions and the boundary conditions 
yield certain residues. The extended Galerkin method requires 
that (Leipholz, 1977) 

( ° [ G . E , @ ^ + ( + [ G . E , @ ^ - [ [ B . F . ] @ P 

for each p (11) 

where [G.E.], [T.F.], [B.F.], and [B.M.] represent the residues 
due to the governing equations, the transition conditions, the 
boundary shearing forces, and bending moments, respectively. 
Going through a series of laborious manipulations, the above 
equation yields a set of differential equations in time for the 
discretized system, i.e., 

• p[M]'i+(c[C] + 2pU[G])k 

+ ( p f i [ G ] + ^ [Ke] + kQlKb]+pQ2[Kr]y = 0 (12) 

where [C\ and [G] are the damping and the gyroscopic matrices, 
respectively; [M], [Ke], and [Kb] are the mass matrix and the 
elastic stiffness matrices of the shaft and the bearings, re
spectively; [Kr] is the rotating stiffness matrix; a is a column 
matrix formed by the undetermined functions am and bn. c and 
k are constants characterizing the properties of the bearings. 
Note that the matrix [C] is symmetric, while the matrix [G] is 
skew-symmetric. The bearing stiffness matrix [Kb] can be de
composed into a symmetric one [ICb\ and a skew-symmetric 
one [K"b ]. Assuming that the spin rate can be characterized as 
a small periodic perturbation f(t) superimposed on the con
stant rate Q0, i.e., Q = fl0 +f(t), the above equation can be 
rewritten as 
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ix21 [M]a + 2(aQ0[C] + QD[G]) a j 

( Arfi 
[Ke] + ̂  SiKbl + alAKr]]* 

= - M 2 2 / [G]a+/ [G]a + (2Q 0 /+ / 2 ) [ ^ ]a + ̂ [ tf f t]a{ (13) 

where a = —— and /x = 
2pQ0 

Equation (13) is a set of simultaneous second-order differ
ential equations. To improve the solvability of the equation 
and the accuracy of the solution, a modal analysis procedure 
is utilized to render at least the left-hand side of the equation 
uncoupled. The modal analysis procedure for a gyroscopic 
system is different from that for a nongyroscopic system. The 
procedure used here is based on the method proposed by 
Meirovitch (1975). First, define a state vector q = [/ta, a] , 
and rewrite the equations of motion as 

J* 
[M] [0] 
[0] [K,] 

q+ 2a liOolQ [0] 
[0] [0] 

fiw4G] [0]" 

[0] [0] 
+ ul 

[0] QIAKA 

[0] [0] 

o, 

fi0 

2QoM[G] [Kt] 

- IK,) [0] 

[0] ttWlG] 

[0] 

[0] TOBIAS" 

[0] [0] 

q = 

[0] yQoixlKl] 

[0] [0] 
q (14) 

where the matrix [K,] = [Ke] + yQ0n[Kl] + Q2
0n

2[Kr], and y = kfx/ 
p. Next, solve the eigenvalue problem of the corresponding 
free, undamped gyroscopic system to have the natural fre
quency co and the modal vector x. Note that the modal vectors 
of the problem are in conjugate pairs of complex vectors, i.e., 
x = y + /z. 

Now introduce a linear transformation q = [P]$, where [P] 
is formed by the real and imaginary parts of the normalized 
eigenvectors. Substituting this transformation into Eq. (14) 
and premultiplying [P] r(the transpose of [P]) by this equation, 
using the orthogonality of the modal vectors, yields 

/*mr+[A]j-= 2a[C*}+2{-[G*]+{-2[H*} 

f J' 
fl„ o; 

/ 
+ U jr+J~, UKA+j- [Ks] + 1 +i~ \[Ka] f (15) 

0. 
/ 

a 
where [/] is an identity matrix, and [A] is a block-diagonal 
matrix of the form 

[A] = diag. 
0 -/xcor 

0 

[G*) = [PV 

[K*] = [Pf 

[KA^IP]1 

The other matrices are defined by 

'OoHlGl [0] 

[0] [0] 

[0] QW\K, 

.[0] [0] 

[0] 70<rf*[Aj]' 

[0] [0] 

[P], [H*] = [P]T 

[P], [C*] = [PV 

IP], [Ka) = [PV 

[0] UWlG] 
[0] [0] 

~vQ0[Q [0] 

[0] [0] 

[0] yQ0ix[Kl] 

[0] [0] 

[P], 

[P], 

[P]. 

Note that [C*] is again a symmetric matrix since [C] is sym
metric, and [G*] is again skew-symmetric since [G] is skew-
symmetric. The terms on the left-hand side of the above equa
tion are uncoupled in a block sense; however, those on the 
right-hand side are still coupled together. To match the form 

of the matrix [A], the matrices on the right-hand side are 
partitioned into RxR pieces of 2 x 2 block, where R = M+ 
N+ 2 is the total number of degrees of freedom of the discrete 
system. If the temporal variable is changed such that the dif
ferential equations are in terms of the dimensionless variable 
r = U0t, the above equation can be written as 

I R R 

In - £>n1)n =~2a[ YjC^r + E ^ ' ] 

2 io(tsi,kr+i>^r) -£(i>»^+ix*) 

2Uf-
fiD n2 

£(l>Jk+2>&r 

1 + 
/ 

0 V = l 
R R 

Y.dWir+Yjd12^ 

Vn + Wnln = ~ 2a ( 2 j C " ' ^ r + E ^ ' 

" 2i(ts^r+ J]^) -£(i>«'^+ tti^r 

r+Q (EClr+E^r) -£(J¥&+p&,, 

- 1+ 
/ 

n=\, 2, ...,R (16) 

where c'Jm, g'Jnn h'Jnn k'/,„ s%„ and d"m are the {i-j)th entries of 
the («-/-)th block matrices of [C*], [G*], [H*], [K*], IK*], 
and [ATa] divided by /xfi0, respectively; |„ and r/„ are the (2« - l)th 
and 2/jth entries o f f ; " ' " denotes a differentiation with respect 
to T, and co = co/Q0. The above equation represents a set of 
partially uncoupled equations of motion of the discrete system 
and is the one we will deal with hereafter. 

Perturbation Analysis 

In this paper, the angular-speed perturbation / is assumed 
to be periodic. Therefore, it can be expressed in a Fourier series 
of the form 

where /3 is called the perturbation frequency, and i = V - 1. 
Since the perturbation function / is small compared to the 
steady-state rate Q0, the magnitude of each Fourier coefficient 
fj is also small compared to Q0. Therefore, the small parameter 
e appearing in the perturbation technique is defined as e = \fj\/ 
Q0 in this work, and Eq. (16) can be written as 

!n-W„1?„ = • 2 a 

-(2e/+e2/2) 
" R 

E^+E^ 
-2ef I#k+I>ftfc 

-ef 

J=-J 
2>Jk+EA&» 

d+e/) E '̂+E '̂''' 
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Vn +&n£n= - 2 a E C » ^ + E C ^ 

-(2ef+e2f2) 

r=[ 

R 

E ^ + E ^ 

(21) in the paper by Young and Liou (1992). Therefore, the 
solutions of these equations can directly be written as follows: 

/ The Case of fy A way From C>p ± Siq. In this case, the 
amplitude of £nl is 

• 2 e / Ytgtlir+^gfrVr 
A„ = «„exp -*{c\\ + tfn)-\(.dll + dfn) '•i (22) 

j=-J 
E ^ + E ^ -ef 2_tnr^r "*" / i^rirVr 

(1+e/) 

n=\, 2, ..., # 

R 

r = l 

where a„ is a constant. Note that c'„2
n = c2), because of the sym

metry of matrix [C], and d,]2 = d2j, = 0 is observed during the 
course of numerical computation. Therefore, A„ will decay 
with time, and hence the system is always stable if 

E^+E^'' s(cj;,+cf„)+i (j„',!+^)>o (23) 

(18) 

where $j=j0/Qo, a n d / = / / l / y l . 
In the present work, the method of multiple scales is used 

to find the solution of Eq. (18). One begins by introducing 
new independent variables Tj = eJT, j = 0, 1, 2, ... It follows 
that the derivatives with respect to T become expansions in 
terms of the partial derivatives with respect to 7} (Nayfeh and 
Mook, 1979). It is assumed that the solution of Eq. (18) can 
be represented by a uniformly valid expansion having the form 

Otherwise, the system is unstable. The above inequality can 
be used to construct the stability boundary for the rotor-bear
ing system with constant spin rates. 

II The Case of fy Near &P + Qiq. In the presence of damp
ing, the transition curves are defined by 

ADOA„ 
Bj = G>„ + ffl, ± e(cp + cq)J ^ ^ - 1 ( + 0(e2) (24) 

Mr, e) = HAT0, Tu T2...) + e^nl(T0, Tx, T2...) + ... 

Vn(r, e) = 7i„0(T0, Tu T2...) + erjnl(T0, Tu T2...) + ... 

where 
(19) 

Due to the complexity of the problem, the expansion is carried 
out to the order of e2. Therefore, only T0 and 7", are needed. 
Substituting Eq. (19) into Eq. (18) and equating the coefficients 
of like power of e yields the following equations: 

Order T. 

cP = u(cpp + cfp) + - (dl
pp + d22), cq = S(4J, + cfq) + - (dl

qq + d22) 

and 

A, IKpq Ka 
„21 „22 . 1 3 .21 

DoVnO + U„%„o = 0 
(1) 

pq lSpq Spq + ~ "j"pq y Pftpq 

-kn + ikl2-PU + ; V 1 2 - - R.hn - - Rhn 
t\spq T tn.pq gpq T lgpq Hj'tpq ~ rj'ipq fj 

Order e: 

- 2 / 

A £ M O - 2 5 

R 

EC«'^°+EC«^C 

V=E ik2} -k22 + is21 -s22+-8 h21 --8 h22 

iK-qp *-qp T lgqp Sqp -r Pjll-qp _ Pj'lqp 

. kU - ik12 - PU - i P 1 2 - - RhU - -n-qp 'n-qp Sqp 'Sqp 0 tJJnqp y Bhn 

2 rj-qp T Pj"qp 
[fj (25) 

r = l 

j=-J 

• 2 / 

AM«I+w„£„i= -A»/no-2a 

2~^S"r£rO+2~jS%1lrO 
r=l 

R 

r=l 

R 

E^rO+E^ 'O 
A = l 

R 

In the above equation, Apq and Aqp are either real or pure 
imaginary simultaneously. Therefore, transition curves exist if 
APQ and Aqp have the same sign when they are real, and the 
opposite sign when they are pure imaginary. 

Ill The Case of fijNear Gip-&q. In this case, the transition 
curves are found to be 

J3j = C)p-Qlq±e(Cp + Cq) A £ 2 A 2 £ _ 1 j + 0 ( 6 2 } (26) 

-2 / 2~j£nl ir 0 + 2^jkn?Vr 0 - 2 / 2~jS2nr^rO+2~jSfrt)rO 

where cp and cq are defined as stated above, and 

j=-J 

' S hfi^f IXSrO + 2Zh^rO 
R 

s 
r=[ 

2~]^"r^rO+2~]^rVr (21) 

y'=i 

Aqp=Tt 
J = l 

- i*Ji + * £ - fe^ + g22 + - Qjfft + - %h22
q 

ku -lkl2-on -ip12-- fl.^11-!-- R.h12 
"-pq 'K-ptj Spq l£pq V/'pq T Vj"pq 

- itfp + k% ~ igq\ + g2q2p + \ ~8jh2qp + '~ ~8jhfp 

fj 

where k%r = k'ir+ l/2sHr. In the above equations, a = ea is as
sumed so that the damping term will appear in the same order 
as the first nonautonomous term, and d'lr = td'ir are set in order 
that the first term of the skew-symmetric part of the bearing 
stiffness appears in the same order with the damping term. 

Equations (20) and (21) have similar forms to Eqs. (20) and 

.£» _ u p - . . „" _ ; „ i 2 _ I Q.hn +- Bhn 

P-qp t^-qp Sqp 'Sqp - Hjnqp ~ - ry'qp 
fj (27) 

Again Apq and Aqp are either real or pure imaginary simulta
neously. The transition curves exist if Apq and Aqp have the 
same sign when they are real, and the opposite sign when they 
are pure imaginary. 
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Fig. 2 Stability map of a rigid rotor on a pair of cavitated journal bear
ings with constants spin rates: : Reddi and Trumpler; : Kirk 
and Gunter; : present work 

Mode 1 

Mode 2 

Mode 3 

Mode 4 Forward 

Fig. 3 Mode shapes of a rotor-bearing system spinning at a constant 
rate with M/pl= 1.0, x„ 11= 0.5, kl3IEhJC/g = 200, and Q0*/C/g= 1.5 

Numerical Results and Discussions 
Before presenting the results of this study, a comparison 

with those in the existing literature is made. Figure 2 shows 
the stability map of a rigid rotor on a pair of cavitated journal 
bearings with constant spin rates. The stiffness and damping 
coefficients of the bearings are determined from the work by 
Kirk and Gunter (1976). By using only the first two trial func
tions in the Galerkin method, the displacements represent a 
rigid-body motion. The result of the present work, which is 
obtained by Eq. (23), is compared with the results by Kirk and 
Gunter (1976) and Reddi and Trumpler (1962). In this figure, 
the region above the stability boundary is stable. It is found 

£ 

0.5 

0.2 

0.1 

0.0 

M2 M4 

0/n. 
14 

Fig. 4 Transition curves of a rotor-bearing system with M/pl='\.0, x„I 
/=0.5, kl3IEkfC/g= 200, n„-J~C/g=t.5, and « = 0.1; M1=first main res
onance; Af2 = second main resonance; M3 = third main resonance; 
/W4 = fourth main resonance 

that the result obtained by the authors lies between these two 
existing results. During the course of this study, it is also 
observed that the stability boundary of a flexible rotor with 
constant spin rates will be lower and much more complicated. 

From now on, we will deal with flexible rotors supported 
by a pair of journal bearings, whose stiffness and damping 
coefficients are assumed as follows: 

"-yx "-yy, 
--ha 

3 1.3 

- 6 4.5 -3.5 

-3.5 

10 

which corresponds to an eccentricity e = 0.5, according to Kirk 
and Gunter (1976). In addition, the shaft is assumed to be 
isotropic, i.e., EyIy = EzIz = EI. Figure 3 presents the first four 
mode shapes of a rotor-bearing system with a constant spin 
rate. Here only the symmetric part of the bearing stiffness 
matrix is included. The parameters used in this figure are M/ 
pl=l.0, xo/l = 0.5, (/W3/£7)VC/£ = 200, and Q0*Jc7g=1.5, 
where C is the clearance of the bearing, and g is the gravita
tional acceleration. Eight terms are used for each assumed 
displacement throughout this work. Due to the effect of un
equal bearing stiffness in the transverse directions, the locus 
of the shaft becomes an ellipse instead of a circle; due to the 
Coriolis effect, each mode of the corresponding static system 
divides into two modes in the spinning system. One is called 
the forward mode with the whirling direction the same as the 
spin direction, while the other is called the backward mode 
with the whirling direction opposite to the spin direction. The 
first two modes are symmetric with respect to the midspan of 
the shaft, while the third and fourth modes are antisymmetric. 

As an example of the application of the general solutions, 
the perturbation of the spin rate is taken as f(t) =Fcosfit, 
where F is assumed to be small compared to Q0. If the small 
parameter e is defined as e = F/flpj the function/is given by 
the Fourier series/= l/2(e"J|T + e~"3>') with Fourier coefficients 
/_ i =/ i = 1/2. The transition curves of a rotor-bearing system 
with the nonconstant spin rate are depicted in Fig. 4. In this 
figure, the damping factor c/2pQ0 is 0.1, while the other pa
rameters are the same as those used in Fig. 3. The figure reveals 
that the unstable regions corresponding to the first two main 
resonances are very small in comparison with the third and 
forth ones. The unstable regions for higher modes are even 
larger, but the higher modes are generally less important be
cause their frequencies are much higher beyond the normal 
operating frequencies. In addition, unstable regions corre
sponding to the backward modes are larger than those of the 
corresponding forward modes except for the first two modes. 
The reason may be attributed to the following: From Eqs. 
(24)-(27), the size of the unstable region is decided by the 
entries of the Coriolis, rotating stiffness, and bearing stiffness 
matrices, and the effects of rotating stiffness bearing stiffness 
are opposite. In the course of the numerical studies, the effects 
of the rotating stiffness and the symmetric part of the bearing 
stiffness on the stability of the system are approximately of 
equal importance at the first two modes, and the latter is found 
to be dominant at higher modes. Moreover, the effect of this 
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Fig. 5 Transition curves of a rotor-bearing system with M/p/=1.0, x0l 
1=0.5, kl*IEIs[6/g = 200, S!„VC/ij=1.5, and « = 0.2; Ml = first main res
onance; /M2 = second main resonance; M3 = third main resonance; 
/W4 = (ourth main resonance 
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Fig. 6 The effect of the bearing-to-shaft stiffness ratio on the transition 
curves of a rotor-bearing system with M/p/1.0, x„//=0.5, fi„V^7 = 1.5, 
and a = 0.1: (a) klzlEhjC/g = 400; (b) W3 /EVGfc=100; M1 = first main 
resonance; /W2 = second main resonance; M3 = third main resonance; 
MA = fourth main resonance 

dominant factor is increasing for higher modes and is larger 
for backward modes. 

The effect of bearing damping on the changes of the bound
aries of unstable regions is illustrated in Fig. 5. Here the damp
ing factor is 0.2, while all the other parameters remain the 
same as those used in the previous figure. Comparing with 
Fig. 4, it is found that an increase in bearing damping causes 
all the unstable regions to shrink upward. Consequently, the 
effect of bearing damping is stabilizing. 

The effect of the bearing-to-shaft stiffness ratio on the sta
bility of the rotor-bearing system discussed above is shown in 
Fig. 6. An increase in the bearing stiffness makes the support 
more rigid, and hence raises all the natural frequencies of the 
system. Moreover, an increase in this ratio makes the entries 
of all the matrices involved in the stability analysis, i.e., [C*], 
[G*], [H*], [K*], [K*], and [K*], smaller. The smaller s%r are, 
the narrower the unstable regions are; the smaller c"m are, the 
lower the unstable regions are. Therefore, an increase in this 
ratio generally causes the unstable regions to shift toward a 
higher frequency range, to narrow in size and to lower in 
position, as shown in the figure. In addition, the effect is more 
profound at higher modes than at lower modes. 

The effect of the disk location on the unstable regions of 
the rotor-bearing system studied in Fig. 4 with the same non-
constant spin rate is shown in Fig. 7. Since the disk is not 
located at the middle, none of the modes possess a symmetric 
property. Moreover, since the shapes of the third and fourth 
modes resemble more and more those of the first and the second 
modes as the disk location moves closer to the end, a summed 
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Fig. 7 Eftect of the disk location on the transition curves of a 
rotor-bearing system with M/p/=1.0, kl 3IEl J5Ig = 200, il0 V C ^ = 1.5, 
and « = 0.1: (a) x„//=0.25; (b) xo / / = 0.125; /W1 = first main resonance; 
/W 2 = second main resonance; M3 = third main resonance; M4 = fourth 
main resonance; S 31 =summed-type resonance near ui + u3; 
S 32 = summed-type resonance near a2 + ^3] S 41 = summed-type reso
nance near u, + uA; S 42 = summed-type resonance near o>2 + at 

i?0 «o(C/g)1/2 

Fig. 8 The natural frequencies of the rotor-bearing system versus the 
steady-state spin rate; Af/p/=1.0, x„//=0.5, kl3IEI^C/g = 200 

type of combination resonance occurs between these modes, 
and the size of these unstable regions becomes larger as the 
disk location gets closer to the end. As to the effect of the 
disk location on the unstable regions corresponding to the main 
resonances, no evident trend is observed. The effect of the 
disk mass on the stability of the rotor-bearing system is found 
to be insignificant at any location if the disk mass is of the 
same order as that of the shaft. 

Figure 8 presents the first four natural frequencies of the 
abovementioned rotor-bearing system versus the steady-state 
spin rate. Again only the symmetric part of the bearing stiffness 
matrix is included, and all the other parameters used are the 
same as those used in Fig. 3. When the system is static, the 
first two modes are the rigid-body modes since the bearing 
stiffness coefficients are zeros at zero spin rate. As the spin 
rate begins to increase, each mode of the static system divides 
into forward and backward modes, and the frequencies of 
these two modes separate farther away with increasing spin 
rates due to the Coriolis effect. Figure 9 depicts the effect of 
the steady-state spin rate on the stability of the same rotor-
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Fig. 9 The effect of the steady-state spin rate on the transition_c"rves 

of a rotor-bearing system with M/p/= 1.0, x„// = 0.5, kl3IEl VC/& = 200, 
and a = 0.1: (a) nj4gJC = 2.0\ (b) !!o/Vg7C = 1.0; /W1 = first main reso
nance; M 2 = second main resonance; M 3 = third main resonance; 
M 4 = fourth main resonance; D 21 = difference-type resonance near 

bearing system. To have a justified basis, the units of the 
coordinate axes are changed to F/y/g/C and (i/yJg/C, which 
are independent of the spin rate. An increase in this rate makes 
the unstable regions corresponding to the forward modes larger 
and those of the backward modes smaller, and it brings about 
the different type of resonance between the first two modes, 
which belong to the same class of symmetry, due to an increase 
in the Coriolis effect. The fact that an increase in the steady-
state spin rate will raise the natural frequencies of the forward 
modes and enlarge the size of the unstable regions agrees with 
the result already observed by the authors (Young and Liou, 
1992). 

For a different value of eccentricity, which will result in 
different values of bearing stiffness and damping coefficients, 
similar phenomena already shown in this work are again ob
served. If the bearing stiffness coefficients are independent of 
the spin rate, such as roller bearings, all the unstable regions 
of the rotor-bearing system will be very small. 

Conclusions 
A study of the vibration of a rotor-bearing system with time-

dependent spin rate has been presented in this paper. In this 
study, parametric main resonances and combination reso
nances were shown to arise in the nonresonant solutions as a 
result of the time dependence of the spin rate. Resonant so
lutions were then derived from which the expressions for the 
boundaries of the unstable regions were obtained. Due to the 
complexity of the problem, only the first-order solutions were 
presented, and a simple perturbation function / ( / ) — Fcos fit 
was considered to demonstrate the general solutions numeri
cally. However, solutions for more general periodic functions 
can be generated easily. 

Based on the assumptions made in this work, the following 
conclusions can be drawn from the above numerical results: 

1 The stability of the rotor-bearing system with constant 
spin rates is determined by the skew-symmetric part of the 
bearing stiffness, while it is dominated by .the symmetric part 
of the bearing stiffness for the system with nonconstant spin 
rates. 

2 The unstable regions become larger for higher modes, 
and the unstable regions corresponding to the backward modes 
are larger than those of the corresponding forward modes 
except for the first two modes. 

3 If the system preserves geometric symmetry, the mode 
shapes of the system will have the symmetric class, and com
bination resonances may bring about between the modes be
longing to the same class of symmetry. Otherwise, they may 
exist between neighboring modes, and the size of the combi
nation resonances depends on the similarity of the shapes of 
the modes involved in the resonances. 

4 An increase in the steady-state spin rate will make the 
unstable regions corresponding to the forward modes larger 
in size and those of the backward modes smaller. 

5 The effect of bearing damping is stabilizing. 
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Multi-objective Optimization of 
Rotor-Bearing System With Critical 
Speed Constraints 
An efficient optimal design algorithm is developed to minimize, individually or 
simultaneously, the total weight of the shaft and the transmitted forces at the 
bearings. These factors play very important roles in designing a rotor-bearing system 
under the constraints of critical speeds. The cross-sectional area of the shaft, the 
bearing stiffness, and the positions of bearings and disks are chosen as the design 
variables. The dynamic characteristics are determined by applying the generalized 
polynomial expansion method and the sensitivity analysis is also investigated. For 
multi-objective optimization, the weighting method ( WM), the goal programming 
method (GPM), and the fuzzy method (FM) are applied. The results show that 
the present multi-objective optimization algorithm can greatly reduce both the weight 
of the shaft and the forces at the bearings with critical speed constraints. 

Introduction 
In the design of modern turbomachinery, it is often necessary 

to increase the performance of rotor-bearing systems. This 
requires the design of more compact and lightweight systems, 
which will greatly save the fuel spent during the service life. 
Moreover, if the transmitted forces through the bearings can 
be reduced, the lifetime of the rotor-bearing system will be 
increased. Since the critical speed range influences the per
formance and safety of the whole system, it may be necessary 
and better to constrain the critical speeds in the design process 
to avoid large vibrations. The present study will focus on the 
design of a rotor-bearing system with minimum shaft weight 
and transmitted forces through the bearings under the critical 
speed constraints. 

To perform the optimum design, the first step is to analyze 
the system dynamic behavior. The transfer matrix method 
(Myklestad, 1944; Prohl, 1945; Lund, 1974) and the direct 
stiffness method (Childs, 1978; Nelson, 1980; Adams, 1980; 
Childs and Graviss, 1982) may be the validated tools for this 
system. However, as discussed by Shiau and Hwang (1989, 
1993), the generalized polynomial expansion method is of bet
ter merit compared with those methods and will be employed 
to analyze the dynamic characteristics of the system. 

Some authors (Gunter, 1970; Childs and Graviss, 1982; Shiau 
and Hwang, 1988, 1990) have shown that the system param
eters including the geometry of the system, coefficients of 
bearing, inertia properties of rigid disk, and the distribution ' 
of the mass and stiffness of rotating assemblies have significant 
influences on the dynamic characteristics of a rotor-bearing 
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lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
February 20, 1991. Paper No. 91-GT-117. Associate Technical Editor: L. A. 
Riekert. 

system. The parameter sensitivity analysis for a rotor-bearing 
system has been investigated by Lund (1979), Feitzen and 
Nordman (1982), Rajan et al. (1986), and Shiau and Hwang 
(1988, 1990). It should be noted that the design variables con
sidered in this paper are not only the cross-sectional area of 
shaft and the bearing stiffnesses studied by Shiau and Hwang 
(1989, 1990) but also the positions of bearings and disks. 

The single objective optimization, i.e., weight minimization, 
of rotor-bearing system under the constraints on critical speeds, 
dynamic stress, and/or steady-state unbalance response has 
been studied by Shiau and Hwang (1988, 1990) using a finite 
element approach for dynamic analysis with optimization 
methods of the Sequential Unconstrained Minimization Tech
nique and method of feasible direction (Zoutendijk, 1960). In 
this study, the generalized polynomial expansion method de
veloped by Shiau and Hwang (1989, 1993) is applied for the 
dynamic analysis and the weighting method (Chankong and 
Haimes, 1983), the goal programming method (Kaplan and 
Rao, 1987), and the fuzzy method (Rao, 1984,1987) are applied 
together with the method of feasible direction for the multi-
objective optimization. Examples are employed to demonstrate 
the merits of the present design algorithm. 

Dynamic Analysis 
A typical rotor-bearing system is shown in Fig. 1 consisting 

of disks, shaft elements with distributed mass and stiffness, 
and discrete bearings. Two reference frames are adopted: the 
Newtonian reference frame X- Y-Z, and the rotating reference 
frame x-y-z. Both the X and x axes are collinear and coincident 
with the undeformed bearing centerline. The rotating frame 
rotates about the X axis with a whirl speed of co. 

The dynamic behavior of the rotor-bearing system is ana
lyzed based on the following assumptions: (1) The shear effect 
of the flexible shaft is neglected; (2) the disks are rigid and 
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Fig. 1 Typical rotor configuration and coordinates 

attached to the flexible shaft, which is supported by the iso
tropic bearings; (3) lateral displacements are very small so that 
all the deflections and forces are assumed to parallel to the 
Y-Z plane; and (4) torsional vibration and axial vibration are 
neglected. Consider the displacements of two translations and 
two rotations of any shaft cross section, which are denoted by 
(V, W) and (B, T), respectively. Based on the assumptions, 
the displacements can be expressed as 

V=V{x,t), W=W(x,t) (la) 

B = B(x,t), T = T(x,t) (lb) 

The rotations (B, V) are geometrically related to the translations 
(V, W) by the following equations: 

B(x, t)=-
dW(x, t) 

dx 

T(x,t) 
dV(x, t) 

dx 
(2) 

The derivation of the equations of motion using the La-
grangian approach requires the calculation of the kinetic energy 
and the potential energy of the system. These energy functions 
can be expressed in terms of the displacements and their de
rivatives. Since it is often difficult to measure accurately the 
damping of the bearings, the attention of this study is on the 
undamped system. Thus, the dissipation energy due to the 
damping effect of the bearings is neglected. The total kinetic 
energy (T) consists of the kinetic energy of the shaft (7^), the 

disk (Td), and the eccentricity (Te). Similarly, the total potential 
energy (U) has the components of the strain energy of the 
shaft (Us) and bearings (Ub). They are expressed as 

T=TS+Td+Te (3) 

U=Us+Ub, (4) 

and the components of the energy are of the forms 

Ts = - j PA(V2+W2)dx + ^ \ ID(B2 + T2)dx \ pA(V2+W2)dx + \ \ ID(B 
J 0 £ Jo 

\ IP(TB-BT)dx + \Q2 \ + ^fl ( IP(TB-Bf)dx + ]-Q' \ Ipdx (5) 

T « = S hm1(V2+Wh+-IdDi(B2 + Y2) 

+ ^QIPi(YB-BT)+^tfld
P)> (6) 

,= e(x)p(x)A(x)Q[- Fsin (Qt + <j>) + Wcos (Qt+ct>)]dx 
^0 

r / Nd 

+ \ e2(x)p(x)A(x)Q2dx+y] (e?Owf[->-*>• sin (Slt + tf) 
Jn - . 

+ Wi cos (Ut+4>f)]+-mf(ef)2Q2} (7) 

= 2 V Us = i; \ EI[(V")2+(W")2]dx 
) 

^ E o ^ + W ; ) 

(8) 

(9) 
J=I 

As shown by Shiau and Hwang (1993), the generalized pol
ynomial expansion method describes the translations and the 
rotations of the shaft in the following expressions: 

V(x, t) = Yla„(.t)xn-
n = I 

NP 

W(x,t)=J]bm(t)x" (10) 

A 

an(t),bm(t) 

E 

e(x) 

ef 

F; 

Sj 
[G] 

I 

ID, Ip 

jd jd 

= cross-sectional area of 
the shaft 

= generalized coordi
nates 

= elastic modulus of the 
shaft 

= eccentricity of the 
shaft at position x 

= eccentricity of the ;'th 
disk 

= rth objective function 
= transmitted force at 

the y'th bearing 
= yth constraint 
= gyroscopic matrix 
= cross-sectional area 

moment of inertia 
= diametral and polar 

mass moment of iner
tia of the shaft per 
unit length 

= diametral and polar 

[K] 

[Ks] 

[K*] 
k»} 

I 

h 

[M] 
Nb, Nd, Ne 

N0 

NP 

r0, r, 

mass moment of the 
rth disk 

= stiffness matrix of the 
bearing 

= stiffness matrix of the 
shaft 

= stiffness matrix 
= stiffness of the yth 

bearing 
= total length of the 

shaft 
= length of the rth shaft 

element 
= mass matrix 
= total number of disks, 

bearings, and shaft 
elements 

= number of objectives 
= number of terms of 

polynomial 
= outer and inner radius 

of the shaft element 

T 
U 

{V, W) 

W(Z) 
X-Y-Z 

x-y-z 

xf,xf 

z„Z 

B,V 

X 
P 

CO, fl 

c 

= total kinetic energy 
= total potential energy 
= translational displace

ment in (Y, Z) direc
tions 

= total shaft weight 
= fixed reference frame 
= rotating reference 

frame 
= positions of the rth 

bearing and disk 
= design variables and 

vector 
= angle rotations about 

Y, Z axes 
= whirl ratio = U/co 
= mass density per unit 

volume of the shaft 
= whirl speed and spin 

speed 
= /rth critical speed 
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B(x, t) = 
dW(x, t) 

dx 
2 (m-l)x"-2bm(t) 

T(x, t)J^±= J ] (n-l)x'-2a„(t) 
n = 2 

dx 
(11) 

where the a„(t) and £>,„(/) are generalized coordinates and the 
integer Np is the number of polynomials. Substituting Eqs. 
(10) and (11) and their derivatives into Eqs. (5)-(9) and applying 
the Lagrangian approach, i.e., 

dt diji 
(T-U)-

dq( 
(T-U)=0, (12) 

where the generalized coordinates <y, can be any of an or bm 

with n, m = 1, Np, one can obtain, for any given rotating 
speed, the equations of motion as 

M 0 

0 M, 
+ fi 

0 G\ / a 

-G o) [b 
'Ks + K 0 

0 K, + K 
(13) 

where the Np x 1 vectors a, b, R„, and Rb are of the forms 

l«i> a2< "N„ 

b={bu b2, ..., bh 

Rfl= {Rait RQ2> 

(14) 

#„ 

and the expressions of the Np x Np matrices M, G, Xs, and 
AT, and the components of R„ and Rb are shown in the appendix. 

For simplicity, the Np x 1 complex vector P is introduced, 
which is defined as 

P = a + ;b (16) 

and the shaft is considered without eccentricity. Equation (13) 
can be rewritten as 

[M]P - iil[G]P + [K+KS]P = Re* 

where the Np x 1 vector R is defined as 

R = l * „ * 2 , R* 

(17) 

(18) 

and the components of R are listed in the appendix. 
To solve the critical speeds of the system, the homogeneous 

part of Eq. (17) is considered. Assuming the solution to be of 
the form 

P = Ce/a" (19) 

where co is the natural frequency or the whirl speed of the 
system and substituting Eq. (19) into Eq. (17), one can obtain 
the equation as 

{[K*]-o>2([M]-\[G})}C = 0 (20) 

where X = fi/o is the whirl ratio. Setting X = 1 or other values 
and solving the eigenvalue problem governed by Eq. (20), one 
can obtain the critical speeds and the associated mode shapes. 
Since the system governed by Eq. (17) is isotropic and the spin 
speed is constant (i.e., fi = 0), the steady-state unbalance 
response is a circular motion, which can be assumed as 

P = Qem (21) 

in which Q is a vector describing the forward circular motion. 
Substituting Eq. (21) into Eq. (17), one can obtain the equation 
as 

( - Q2[M] + Q2[G] + [K*]) Q = R (22) 

with [K*] = [Ks + K\. Solving for Q in Eq. (22) with given 
unbalances and combining Eqs. (21), (16), and (10), one can 
obtain the steady-state unbalance response of the system. 

The response at the y'th bearing can be obtained by substi
tuting x = Xj into Eq. (10) and the corresponding transmitted 
force at the jth bearing, which can be expressed as 

• ,Nn , . . , „bsn-l 
ifl„(0(*;)" 

-Np 

'm = 1 um K W-ibmV){x$)m-

B 0 

0 B 

where 

B=n*/(*/)2 Otf)"'-1] 

(23) 

(24) 

Optimization Approach 
The multi-objective optimization problem usually requires 

the descriptions of the objective functions as well as the side 
and behavior constraint functions. In this study, the objective 
functions F,(Z) are the weight of the shaft W(Z) and they'th 
bearing's transmitted force HFJXZ)!!. The constraints on the 
critical speeds are taken as follows: 

£i(Z) = u 2 - ^ ° 
«i 

g2(Z) = a2.Qhigh-a>5<0 (25) 

where Q,ow and nhigh are the lower and upper bounds of the 
operating speed range of the existent rotor system. The second 
and the third critical speeds are denoted by o>2 and u>\, re
spectively. Both are usually associated with the second rigid 
body mode and the first bending mode, although the significant 
bending may occur at all critical speeds. 

The cross-sectional area of the shaft and the bearing stiff
nesses are primarily taken as the design variables since they 
play a very important role for the determination of critical 
speeds and transmitted forces through the bearings. However, 
in this study, the positions of the disks and the bearings are 
also considered as the design variables to increase the system 
design capability. The optimum design problem can be ex
pressed as follows: 

Minimize: W(Z)='^j pil;Aj (26a) 

and ILF?(Z)II 

Subject to: gl(Z) = oic
2-

Ok 

a\ 
^<0 

g2(Z) = a2'QtiSh-<»3^Q 

Z={Ahk
bj;i=\,NeJ=\,Nb} 

ovZ={Ahk1,xb
k,xi;i=l,Ne, 

j,k=l,Nb,l=l,Nd} 

z\<Zi<z", i=\, n 

(26b) 

(27) 

(28a) 

(286) 

(29) 

where A^, Nb, and Nd are the total numbers of shaft elements, 
bearings, and disks, respectively. The total number of design 
variables is denoted by n. The definitions of parameters are 
given in the Nomenclature. The rth component of design vector 
Z is denoted by z,-. 

The concept of multi-objective optimization in this study is 
to transform the vector optimization to a scalar optimization 
and then the MFD is applied to solve the scalar optimization 
incorporated with one-dimensional search. Three methods in
cluding the weighting method (WM), the goal programming 
method (GPM), and the fuzzy method (FM) are applied to 
perform the multiobjective optimization. 
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(/) The weighting method (WM) transforms the multi-ob
jective optimization problem to the reduced single objective 
form: 

Minimize: ^ w,F,(Z) 

Subject to: ZeC (30) 

where w, are positive real numbers and the components of Z 
satisfy Eqs. (27) and (29). The corresponding set of Z is defined 
by C. For convenience and simplicity, all w,- are chosen to be 
unity. This implies that all the objective functions play an 
equally important role in the design. 

(ii) For the goal programming method (GPM), the objec
tives are driven to attain the prescribed goals that the designer 
wishes to achieve. Thus, the solution Z* is defined as the one 
that minimizes the deviations from the goals. Mathematically 
it is expressed as follows: 

Minimize: 
r ° i 

_ / = i 

\/p 

, P > 1 

Subject to: ZeC 

Fi-at +af =bh i=l,N0 

at >0 
a ,"£0 

ai~>a[=0 

(31) 

(32a) 

(326) 

(32c) 

(32rf) 

(32c) 

where 6,- is the goal for the rth objective, and a* and af are 
the under- and overachievement of the rth goal, respectively. 
In addition, the value of P is chosen to be two, F, is the value 
of the rth objective function, and the goal b-, is set to be F*, 
which is the optimum value from the case of single objective 
design. 

(Hi) For the fuzzy method (FM), if the original optimi
zation is expressed as 

Minimize: F,(Z), i=l,N0 (33 a) 

Subject to: g>-(Z)eG/, j=\,J, (336) 

the fuzzy optimization problem can be expressed as 
Minimize: F,(Z), i=l,N0 (34a) 

Subject to: g,(Z)6G; (346) 

where Gj. = [-«>, b} + dj\, G, = [-<», 6,], and d} is the 
permissible variation of gj. The tilde denotes the fuzzy infor
mation. Based on the algorithm of fuzzy optimization, the 
solution of Eq. (34a) and (346) is the same as solving for the 
nondominated solution of the following equations (Rao, 1987): 

Maximize: X 

Subject to: X < nfi (Z), i = 1, N0 

\<lxgJ(Z), j=\,J (35) 

where nf, and ixej represent the membership functions (degree 
of satisfaction) of the objectives and constraints, respectively, 
and parameter X is an added variable. The membership func
tions % and jxgj are defined as 

0, 

M/;(Z)={1-

1, 

FJ(Z)-FJ 

ifF;(Z)>/?Snax 

if Ffn<Fi(Z)<FTm 

if F,(Z)< FT 
(36) 

0, 

P-sAZ) = i1 

1, 

dj 

if gj>bj + dj 

if bj<gj<bj + dj 

iigj<bj, j=\,J 

(37) 

The Ffm and F?ax shown in Eq. (36) are given by 

F7a = F,(zZ) 

F?&x = maxFi(Z*k) (38) 

To obtain F™ln and F™ax, we first minimize each single objective 
function F,(Z) subject to the constraints gj < bj, j = 1, J. If 
the solutions are Z*, i = 1, N0, one can employ Eq. (38) to 
find Ffn and Ffm. 

Sensitivity Analysis 

The algorithms of optimization techniques described above 
require the calculation of sensitivity for each design variable 
to search the optimum design. It is necessary to calculate the 
derivatives of objective and constraint functions with respect 
to design variables. The derivatives of objective functions can 
be obtained by differentiating Eqs. (26a) and (266) with respect 
to design variables, for the following cases: 

1 When the objective function is the weight of the shaft, 
the gradient can be expressed as 

dW(Z)(Pili, ifZi = Ai\ 

dzi (0, if Zi = khx?, or xf. 
(39) 

2 When the objective function is the transmitted force at 
they'th bearing, the sensitivity is given by the following cases: 

(i) The design variable is cross-sectional area At: 

d\\Fl(Z)\\ 3llFf(Z)ll 
dAi ~~ dAj 

ailFf(Z)ll dlj 

dlj dAj 
(40) 

where I is a vector of moment of inertia. The terms on the 
right-hand side of Eq. (40) can be obtained by differentiating 
Eq. (23) with respect to A, and expressed as 

dllFf(Z)ll 

dAi 

d WFf (Z) II 

HI, 

= A:j'{(B7a)2 + (B7b)2) "B' 

aB — + bB T — 
dAi dAi 

= A:;((B'a)2 + (B'b)2 " 1 / 2 B r 

aB' 
9a 
dli • < 

dAj~ '2TT 2 

(41a) 

(416) 

(41c) 

(ii) The design variable is bearing stiffness kf: 

dlLF/(Z)ll h T •, T i ui r( T da T 9b ~) 

ifiVy (42a) 

or 

= k)I (B V + (B V ) - 1/2B^aBr ̂  + bBr ^ j 

! + (B rb)2] 

if i=j (426) 

d\\F^(Z)\\ 

dkf 

+ {(B7a)2 + (B7b)2) , / 2 , 
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00 

///// /7y77 
Fig. 2 ' Rotor schematic 

///// 

(Hi) If the design variable is bearing position x-, 

«=^I (BV + (BV 
dxf 

B '<"» rS+ M , rS 
(43) 

(iv) If the design variable is disk position xt: 

OX; 

aB' 
. da 

ax? + bB' dxf 
(44) 

All the components da/dz, and db/dzi shown in Eqs. (41)-(44) 
can be calculated by the following procedures: First, taking 
the derivative of Eq. (22) with respect to the variables zt, one 
obtains the equation 

(-U2[M]Q2[G] + [K*]) 
dQ 

= (fi2a[M!_fi2a[G] a i r 
dz. dzi dz. 

Q (45) 

The terms of derivatives shown on the right-hand side of Eq. 
(45) are listed in the appendix, which are known. On the left-
hand side, the term dQ/dZi can be obtained by solving Eq. 
(45). Since the vectors a and b are the real and imaginary parts 
of Qe'°', respectively, the corresponding gradients (da/dzi, 
db/dzd are of the form 

da dRe(Qei0') dQ dQ 

dz. dz. 
Re —— cos Qt-Im —— sin Qt 

ozi dz. 
(46a) 

9b dIm(Qe'at) dQ . 9Q 
— = ^ — ~ = Re ~ sin Qt + Im - ^ cos Qt (46b) 
dZi dzi dZi dz. 

Similarly the gradients of the constraint functions can be 
found, by differentiating Eq. (27) with respect to the design 
variables Zi- The derivatives of critical speed constraints are 
expressed as follows: 

&-W-** (Ala) 

(41b) 

By differentiating Eq. (20) with respect to design variables z, 
and premultiplying C j of the nth mode, one can obtain the 
gradients of critical speeds as 

dzi 

dgz(Z) 

dZi 

dZi 

du>3 

dZi 

dZi 

CT (d\K*\ U)i9[Ml 

\ dz; " dzi 

2a£C„r[M*]C„ 
(48) 

where [M*] is defined as [M*] = [M] - \[G], and the whirl 

Table 1 Initial configuration data of rotor system 

Sta t ion 
No. 

1 

2 

3 

4 

• 5 

6 

7 

8 

9 

10 

11 

12 

13 

Axial Distance 
to S ta t ion 1 (cm) 

0.0 

4.29 

8.89 

10.49 

20.17 

27.69 

44.20 

59.44 
74.68 

89.92 

105.16 

120.14 

127.94 

E - 20.69 x 10aN/cm2 

p = 8193.0fcg/m3 

roi = 2.95cm, i = 1,12 

Station 
No. 

1 
4 
5 

12 

Table 2 Fixed rigid disk data 

Mass 

(kg) 
11.38 
7.88 . 
7.70 

21.70 

Polar Inertia 
(kg-cm2 x 102) 

Diametral Inertia 
(kg-cm2 x 102) 

19.53 I 9.82 
16.70 | 8.35 
17.61 | 8.80 
44.48 | 22.24 

ratio X is chosen to be unity to obtain the synchronous critical 
speeds. The terms d[K*]/dZi and d[M*]/dzi are given in the 
appendix. 

Numerical Results and Discussion 

The rotor-bearing system shown in Fig. 2 consists of a single 
spool and three bearings located at stations 3, 6, and 13. The 
bearings are referred to as No. 1, No. 2, and No. 3, respectively. 
The shaft is divided into 12 elements and the outer radius of 
each element is fixed and has the value of 2.95 cm. Moreover, 
four disks with constant masses are located at stations 1, 4, 
5, and 12. The fourth disk is of unbalance ei = 5 x 10~5 m. 
The details of rotor configuration are listed in Tables 1 and 
2. The constants, «i and a2, shown in Eq. (30) are chosen such 
that the second critical speed wl is at least lower than fi,ow by 
a factor 1.2 while the third critical speed is at least 30 percent 
higher than the high end of original operating speed range, 
i.e., a\ = 1.2, a2 = 1.3. The operating speed range is given 
by fi,ow = 830.0 rad/s and fihigh = 1770.0 rad/s. Thus Eq. (30) 
can be rewritten as 

g, (Z) = w|-691.67 rad/s < 0 (49a) 

g2(Z) = 2301.00 rad/s - uc
3 < 0 (496) 

The side constraints of design variables are given by 

1.42 cm</>,•<2.69 cm, /= 1, 12 (50«) 

3.50 x 106N/m<A:f< 1.75x10s N/m, ; = 1 , 3 (50b) 

25.00 cm<AT2^35.00 cm; 

125.00 c m < 4 < 127.94 cm (50c) 
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Table 3 Initial and final design of example 1 for single objective op
timization: (3a) inner radius of shaft element and bearing stiffness; (3b) 
critical speed, shaft weight, transmitted forces, and CPU time 

12.0-

Shaft 

Element 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Bearing 

1 
2 
3 

Initial Final 

W Fb 

Inner Radius (cm) 

1.882 
1.940 
1.466 • 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

2.690 
2.690 
2.109 
2.690 
2.660 
2.690 
2.690 
2.690 
2.690 
2.690 
2.624 
2.690 

1.882 
1.993 
1.454 
1.748 
2.263 
2.690 
2.689 
2.685 
2.593 
2.363 
1.420 
1.880 

Bearing Stiffness (N/m) 

.3.50 x 106 

1.27 x 10s 

1.20 x 107 

3.60 x 10s 

1.28 x 10s 

1.23 x 107 

3.68 x 106 

1.27 x 108 

3.50 x 106 

(3a) 

^ 2 
w| 

W 

Ft 
F$ 

Ft 

Initial Final 

W F* 
Critical Speed (rad/sec) 

685.84 
2646.14 

691.03 
2302.06 

525.15 
2390.15 

Shaft Weight (kg) 

10.235 5.110 10.905 

Transmitted Force (N) 

13.562 
475.599 
461.366 

VAX-8600 CPU (sec) 

13.300 
473.023 
544.562 

18.21 

13.781 
464.873 
119.441 

10.42 

(3b) 

0.00cm<xf<3.00cm; 

10.00 cm<X2< 13.00 cm; 

17.00 cm<*3<23.00 cm; 

117.00 cm <xi< 123.00 cm (5<W) 

The behavior constraints of Eqs. (49a) and (49fo) and the 
side constraints of Eqs. (50«) and (50&) are considered as the 
system constraints for the first example. For the second ex
ample, Eqs. (50c) and (50c?) are considered as extra side con
straints added to example 1. It should be noted that for the 
fuzzy method, the parameters gj, bj, and dj, j = 1, 2, in Eq. 
(35) are chosen as g\ — ufc, gi = -u>i\ b\ = 591.67 rad/s, b2 

= -2451.00 rad/s; dx = 100.00 rad/s, d2 = 150.00 rad/s. 
The values of bu b2, dit and d2 could be arbitrarily chosen. 
The computing system used in this study is VAX-8600. 

(/) Example 1. In this example, the objectives are the 
total shaft weight and the transmitted force at the No. 3 bear
ing. The design variables are chosen to be the cross-sectional 
area of each shaft element and the bearing stiffnesses. The 

4? 6.0-

4.0-

Weight 
3rd Transmitted Fbrce 

625.0 

0 2 4 6 8 

Number of Iteration 
(3a) 

l — ' — i — ' — i — r 

3 10 12 14 

475.0 <" 

k 
•325.0 - £ 

<U 
1 

175.0 £ 
m 
C 

25.0 | 

12.0 

10.0 

'So 
^ 8.0 

-a 
£ 6.0 

4.0 

—— Weight 
3rd Transmitted Fbrce 

625.0 

S 
475.0 O) 

O 
s~ 

c2 
-325.0 T-. 

175.0 g 

25.0 | 

Number of Iteration 
(3b) 

Fig. 3 Histories of optimum design of: (3a) the total shaft weight; (3b) 
the third transmitted force 

Initial Design 
Optimum Weight Design 
Optimum 3rd Transmitted Fbrce Design 

w£=466.57 rad/sec 

-1 - 1 w;=453.65 rad/sec 
Mode 1 

wj=367,45 rad/sec 

1 -

-1-

\ 

w 

-^"-. 

§=691.03 rad/sec 

^^^ 

^-W2= S 2 5 -1S rad/sec 

Mode 2 

w§=2390.15 rad/sec 

w§=2302.06 rad/sec u|=2646.14 rad/sec 

Mode 3 
Fig. 4 Mode shapes of initial and optimum design of example 1 (Single 
objective case) 

weighting method (WM), the goal programming method 
(GPM), and the fuzzy method (FM) are employed for the multi-
objective optimization. The single objective optimization is 
also carried out in this study. The results shown in Table 3 
indicate that the optimal weight is increased when the trans-
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12.0 

(5fl 

10.0-\. 

4.0-

12.0 

12.0 

10.0-

4.0 

—_ freight 
3rd Transmitted Fbrce 

625.0 

I- 475.0 g 

325.0 -c 

1T5.0 'c 
m 
C 

25.0 £• 
1 2 3 

Number of Iteration 
(5a) 

625.0 

Number of Iteration 
(5b) 

— Weight 
— 3rd. Transmitted Fbrce 

•625.0 

475.0 

r° 
-325.0 T3 

0) 

175.0 £ 

25.0 
0 1 2 3 4 

Number of Iteration 
(5c) 

Fig. 5 Histories of optimum design of weight and third transmitted 
force with: (5a) Weighting Method; (5b) Goal Programming Method; (5c) 
Fuzzy Method 

mitted force of the bearing is minimized. This implies that the 
additional weight is required for the shaft to reduce the dy
namic response at the bearing concerned. On the other hand, 
if the shaft weight is the only objective to be minimized, the 
transmitted force will increase, although the weight may be 
considerably reduced. The histories of the design weight and 
the transmitted force at the No. 3 bearing are shown in Fig. 
3 and the mode shapes corresponding to initial and optimum 
stages are shown in Fig. 4. 

One may find that the inner radii of the design with optimum 
transmitted force are smaller than those with optimum weight 
case. This is because the former case requires higher stiffness 
of the shaft to reduce the response of the shaft at corresponding 
bearing position. Furthermore the stiffness value of the No. 
3 bearing for optimum transmitted force case is much smaller 
than that for the optimum weight case. 

For the multi-objective optimization, the total shaft weight 
and the transmitted force at the No. 3 bearing are considered 

Table 4 Initial and final design of example 1: (4a) inner radius of shaft 
element and bearing stiffness; (4b) critical speed, shaft weight, trans
mitted forces, and CPU time 

Shaft 

Element 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Bearing 

1 
2 
3 

Multiobjective : W and F![ 

Init ia l 

1.882 
t.940 
1.466 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

3.50 X 10b 

1.27 X 10" 
1.20 X 10 ' 

Fina l 

WM GPM 

Inner Radius (cm) 

2.296 
2.369 
2.690 
2.618 
2.690 
2.690 
2.690 
2.690 
2.690 
2.690 
2.441 
2.287 

2.690 
2.281 
2.690 
2.396 
2.651 
2.690 
2.690 
2.690 
2.690 
2.690 
2.547 
2.382 

Bearing Stiffness (N/m) 

3.50 x 106 

1.28 X 10 s 

3.50 x 10 s 

4.14 X 106 

1.27 x 10 s 

3.50 x 106 

FM 

2.155 
2.224 
1.582 
2.614 
2.690 
2.690 
2.690 
2.690 
2.690 
2.690 
2.422 
2.354 

3.50 X 106 

1.27 X 10 s 

3.50 x 106 

(4a) 

uic
2 

W 3 

W 

F? 
FS 
F! 

VAX-860( 

Init ial 

685.84 
2646.14 

10.235 

13.562 
475.599 
461.366 

) CPU (sec) 

Final 

WM GPM 

Critical Speed (rad/sec) 

514.44 
2365.15 

539.05 
2352.40 

Shaft Weight (kg) 

6.228 | 6.084 

Transmitted Force (N) 

9.303 
338.591 
146.158 

8.28 

11.718 
340.419 
149.991 

8.33 

FM 

511.98 
2368.86 

6.550 

9.121 
335.634 
145.823 

10.59 

(4b) 

as the objectives to be minimized. The optimum design can be 
achieved by using WM, GPM, and FM and the results are 
shown in Table 4. It indicates that the optimum design weight 
of multi-objective optimization, compared to the single ob
jective optimization, is smaller than that of optimum trans
mitted force case but larger than that of the optimum weight 
case. This implies that if one considers the case of optimum 
transmitted force as single objective, the weight will be in
creased in order to make the system stiffer and reduce the 
system deflection as well as the transmitted force. Furthermore, 
it is also shown in Table 4 that the final stiffness at the No. 
3 bearing for multi-objective optimization is much smaller than 
that of the optimum weight case. It is because the transmitted 
force at the No. 3 bearing is also considered as one of the 
objectives. The optimization histories of the weight and the 
transmitted force at the No. 3 bearing by using these methods 
are shown in Fig. 5. The mode shapes corresponding to initial 
and optimum design of these methods are shown in Fig. 6. 

(//) Example 2. The positions of the bearings and the 
disks are considered as extra design variables, except for those 
in the first example. The initial and optimum design data for 
single objective optimization are shown in Table 5. It can be 
found that the transmitted forces at the No. 2 and No. 3 
bearings are considerably larger than that at the No. 1 bearing. 
Comparison between Tables 3 and 5 shows that the added 
design variables, i.e., disk and bearing positions, lead to better 
final objectives as well as time saving. Note that the times for 
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Initial Design 
Optimum Design/-

/WM 
Optimum Design/GPM 
Optimum Design/FM 

12.0 

wf=381.56 rad/sec 

_ | J w{=374.87 rad/sec 

wf=375.21 rad/sec 

wf=539.05 rad/sec 

1 -i 0^=2365.15 rad/sec 

w£=514.44 rad/sec 

u^=2368.86 rad/sec 

- l - 1 
0^=2352.40 rad/sec w§=2646.14 rad/sec 

Fig. 6 Mode shapes of initial and optimum design of example 1 (multi-
objective case) 

12.0-

4.0 

- _ Weight 
— 2nd Transmitted Force 
— 3rd Transmitted Force 

625.0 

-475.0 

325.0 

- 175.0 

25.0 
1 2 3 4 

Number of Iteration 
(7a) 

•a 

_ ~ - might 
2nd Transmitted Force 

— _ 3rd Transmitted Force 

1 

•625.0 

-475.0 g 

325.0 -tj 

-175.0 £ 
tn 

25.0 

Number of Iteration 
(7c) 

Fig. 7 Histories of optimum design of: (7a) the total shaft weight; (7b) 
the second transmitted force; (7c) the third transmitted force 

Table 5 Initial and final design of example 2 for single objective op
timization: (5a) inner radius of shaft element, bearing stiffness, bearing 
position, and disk position; (5b) critical speed, shaft weight, transmitted 
forces, and CPU time 

Shaft 

Element 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Bearing 

1 
2 
3 

Bearing 

1 
2 
3 

Disk 

1 
2 
3 
4 

Init ia l 

1.882 
1.940 
1.466 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

3.50 x 106 

1.27 x 108 

1.20 X 107 

8.890 
27.690 

127.940 

0.000 
10.490 
20.170 

120.140 

Final 

W* F** 

Inner Radius (cm) 

2.690 
2.690 
2.690 
2.690 
2.603 
2.690 
2.690 
2.690 
2.690 
2.690 
2.634 
2.690 

1.882 
1.940 
1.446 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

Bearing Stiffness (N/m) 

3.50 x 106 

1.27 x 10s 

3.51 x 106 

3.50 X 10e 

1.31 X 108 

3.50 X 106 

Bearing Position (cm) 

8.924 
27.719 

127.940 

9.000 
35.000 

125.000 

Disk Position (cm) 

0.000 

10.476 
20.170 

120.111 

0.000 
10.000 
18.338 

117.000 

Ft 

1.882 
1.944 
1.447 
1.667 
2.157 
2.686 
2.689 
2.686 
2.577 
2.082 
1.421 
1.880 

3.50 x 10G 

1.27 x 108 

3.50 x 106 

8.890 
27.740 

127.940 

0.000 
10.490 
20.170 

120.127 

ftfl 

$ 

12.0 

10.0 

8.0 

M 6.0-

4.0 

_ _ Weight 
2nd Transmitted Force 

. 3rd Transmitted Force 

•625.0 

475.0 

325.0 

-175.0 

25.0 

Number of Iteration 
(7b) 

the calculation of the sensitivity of these added variables are 
negligible compared to the case in the first example. The his
tories of single objective optimization are shown in Fig. 7. 

(5a 

«! 
w| 

W 

fi 
F! 
FS 

In i t ia l F inal 

W* F^* Ft 
Critical Speed (rad/sec) 

685.84 

2646.14 

521.22 

2303.45 

453.89 

3188.46 

521.20 
2305.61 

Shaft Weight (kg) 

10.235 | 5.034 | 10.235 j 11.615 

Transmitted Force (N) 

13.562 
475.599 
461.366 

VAX-8600 CPU (sec) 

9.335 
345.391 
153.285 

11.85 

4.521 | 14.858 
213.866 j 533.601 
145.958 | 110.323 

10.17 | 8.34 

Single objective (5b) 
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Table 6 Initial and final design of example 2: (6a) inner radius of shaft 
element, bearing stiffness, bearing position, and disk position; (6b) crit
ical speed, shaft weight, transmitted forces, and CPU time 

Multiobjective : W, F$, and F$ 

Shaft 

Element 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

Bearing 

1 
2 
3 

Bearing 

1 
2 
3 

Disk 

1 
2 
3 
4 

I n i t i a l F i n a l 

WM GPM FM 

Inner Radius (cm) 

1.882 
1.940 
1.466 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

1.882 
2.690 

' 1.446 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

1.882 . 
2.003 
1.446 
1.660 
2.151 
2.690 
2.690 
2.690 
2.690 
2.690 
1.420 
1.880 

2.118 
2.193 
1.642 
2.690 
2.364 
2.690 
2.690 
2.690 
2.498 
2.563 
2.355 
2.292 

Bearing Stiffness (N/m) 

3.50 x 106 

1.27 x 108 

1.20 x 107 

3.50 x 106 

1.51 X 108 

3.50 X 106 

3.50 X 106 

1.27 X 108 

3.50 X 106 

3.50 x 10G 

1.26 X 108 

3.50 X 10 s 

Bearing Position (cm) 

8.890 
27.690 

127.940 

9.000 
29.694 

125.000 

8.923 
27.888 

125.000 

8.891 
27.669 

127.940 

Disk Position (cm) 

0.000 
10.490 
20.170 

120.140 

0.000 
10.000 
20.132 

118.383 

0.000 
10.473 
20.168 

120.100 

0.000 
10.489 
20.170 

117.000 

(6a) 

OlJ 

<"S 

W 

Ft 
n n 

I n i t i a l F i n a l 

WM G P M FM 

Critical Speed (rad/sec) 

685.84 
2646.14 

494.68 
2842.89 

508.95 
2633.19 

532.08 
2447.11 

Shaft Weight (kg) 

10.235 | 9.826 10.208 7.628 

Transmitted Force (N) 
13.562 

475.599 

461.366 

VAX-8600 CPU (sec) 

7.346 
284.444 

142.345 

14.54 

9.641 

272.090 
132.283 . 

10.87 

10.352 
386.303 
134.816 

20.64 

(6b) 

Table 6 shows the initial and final design data for multi-
objective optimization. The objectives are the shaft weight and 
the transmitted forces at the No. 2 and No. 3 bearings. The 
results show that the stiffness and the transmitted force at the 
No. 3 bearing are reduced about three times. However, the 
optimum weight is not greatly reduced except for the case of 
FM. On the contrary, the optimum' design transmitted force 
at the No. 2 bearing of FM case results in higher value than 
those of WM and GPM cases. The optimum histories of using 
these methods are shown in Fig. 8. 

Conclusions 
1 For the single objective optimization, the weight of the 

shaft can be considerably reduced with high transmitted forces. 
However, the transmitted forces can be minimized with a slight 
increase of the shaft weight. 

3 
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8.0 

6.0 

4.0 
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2nd Transmitted Force 

. 3rd Transmitted Force 
- 475.0 
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25.0 
1 2 

Number of Iteration 
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0) 
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25.0 I 
0 1 2 
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12.0 

10.0-f 

° - 8.0-

•a 
3 6.0-

4.0-

Wexght 
2nd Transmitted Force 
3rd Transmitted Force 

- 475.0 jjj 

— 1 1 — 
1 2 3 4 

Number of Iteration 

625.0 

•325.0 

175.0 

25.0 

(8c) 

Fig. 8 Histories of optimum design of weight and second and third 
transmitted forces with: (8a) Weighting Method; (8b) Goal Programming 
Method; (8c) Fuzzy Method 

2 If the weight is the only objective to be minimized, the 
inclusion of the positions of disks with unbalance and of bear
ings as the design variables, except the cross-sectional area of 
shaft elements and bearing stiffnesses, leads to good reduction 
of transmitted forces as well as of shaft weight. 

3 In comparison to the single objective optimization, the 
optimum design weight of multi-objective optimization is 
smaller than that of the optimum transmitted force case but 
larger than that of the optimum weight case. 

4 The multi-objective optimization techniques are applied 
to reduce the shaft weight and the transmitted forces simul
taneously. The results show that a compromised optimum de
sign can always be achieved. 

5 The comparison of the results between multi-objective 
optimization techniques, i.e., WM, GPM, and FM, shows that 
the choice of the technique is case dependent. More studies of 
rotor bearing systems are needed. 
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Optimum Design of Rotor-Bearing 
Systems With Eigenvalue 
Constraints 
The analysis and design of rotor-bearing systems with gyroscopic effects are discussed 
in this paper. The original problem of this nonproportionally damped mechanism 
is transformed into the state space form so that the transformed problem is similar 
to the eigenvalue problem for an undamped system. It can be easily solved by widely 
available eigensolvers and the eigenvalue sensitivities needed for the design opti
mization can also be obtained conveniently using the transformed form. The se
quential linear programming technique is employed to solve the design optimization 
problem. The easy implementation of this proposed approach with a general purpose 
finite element program is shown in the solution algorithm. 

Introduction 
Rotating machines represent some of the most common de

signs in mechanical engineering. Rotating shafts supported by 
bearings are usually loaded with mechanical components such 
as gears, pulleys, turbine rotors, etc. Since this type of mech
anism is broadly used in mechanical engineering design, the 
correct analysis of its dynamic behavior is essential. Based on 
various beam theories, the finite element method is the most 
often employed tool to do the analysis job [1, 2]. However, 
using a finite element method to analyze the eigenvalues of 
the rotor-bearing system will sometimes cause serious errors 
provided the rotational effects are neglected. 

The rotational effects that influence the structural frequen
cies come from two major sources. One is the centrifugal 
forces, which are proportional to the square of the spinning 
speed. The centrifugal forces tend to strengthen the stiffness 
of some mechanical components on the rotating shaft. There
fore, the natural frequencies are actually found to be higher 
than expected. The effects due to centrifugal forces can be 
taken care of by incorporating the geometric stiffness matrix 
into the finite element analysis. 

The other rotational effects are caused by the gyroscopic 
forces. This force couples motion in one plane with motion in 
another plane. The gyroscopic effect also depends on the spin
ning speed. The greater the spinning speed, the greater the 
coupling effect. The gyroscopic effect was derived to be a skew-
symmetric damping matrix [3]. Therefore, if the structural 
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37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 24, 1992. Paper No. 92-GT-307. Associate Technical 
Editor: L. S. Langston. 

system does not have other damping sources, the eigenvalues 
of the rotor-bearing system with gyroscopic effects are purely 
imaginary due to the nature of the skew-symmetric damping 
matrix. 

The rotor-bearing system analyses considering these effects 
have attracted many researchers for a long time. Several useful 
approaches have been produced [3, 4]. However, the appli
cations of these analysis methods in optimal designs of rotor-
bearing systems are not addressed very often. 

It is the purpose of this paper to design a minimum weight 
rotor-bearing mechanism with damped eigenvalue constraints. 
The supporting bearing stiffness and damping are also included 
in the design considerations. The gyroscopic effect is consid
ered in the finite element analysis of the structure. The cen
trifugal force is neglected assuming the rotors are compactly 
lumped masses. 

Theoretical Formulation 
The finite element modeling of a beam considering two trans

verse displacements and corresponding rotational degrees of 
freedom forms an 8x8 stiffness matrix as follows: 

Fig. 1 Rotor-bearing system 
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(1) 

The gyroscopic effects can be modeled by a 4 x 4 skew-
symmetric damping matrix at each node on the rotating shaft: 

"0 0 0 0 

0 0 0 0 
[Ca 0 0 0 ulp 

0 0 - u / „ 0 

(2) 

where Ip is the mass moment of inertia about the rotating axis 
at the specific node; u> is the spinning speed of the shaft. 

The lumped mass matrix used in this analysis produces a 
global diagonal mass matrix. The rotating shaft is assumed to 
be supported by bearings. The stiffnesses and the damping 
effects of the bearing supports are simulated by springs and 
viscous dampers in the two transverse directions. The damping 
matrix contains two parts. One is from the gyroscopic effects 
and the other one is due to the damping of supports. The free 
vibration motion equation of this problem is expressed as 

[M]{U] + ([CV] + [CG]){U} + [K]IU) = 10} (3) 

where [M] is the mass matrix of the system; [Cv] is the damping 
matrix due to support damping; [CG] is the skew-symmetric 

matrix representing the gyroscopic effects; [K] is the stiffness 
matrix of the structure; and ( U] is the displacement vector. 

Solving this equation yields an eigenproblem of the following 
form: 

(\J[M] + M[CV] + [CG}) + [K])1^} = 10} (4) 

where X,- is the z'th complex eigenvalue of the system and (\j/j] 
is the complex eigenvector associated with X,-. 

Considering the necessity of computing eigenvalue sensitiv
ities and the availability of standard eigen-solvers, the eigen
value problem is not solved directly from Eq. (4). Instead, the 
motion Eq. (3) is appended by an identity equation to constitute 
the state space equation as follows [5]. 

The identity equation added is 

[M\[U}-[M\iU} 
Combining Eqs. (3) and (5) gives 

where 

r c M~\ 

M 0 
ftf) W 

\K 

o
 

0 1 

-M 

IC] = [CV] + [CG] 

(5) 

(6) 

(7) 

Nomenclature 

Ak = cross-sectional area of kth {U] = 
shaft element 

[A] = the equivalent mass matrix of W = 
the transformed system {«,! = 

[B] = the equivalent stiffness matrix 
of the transformed system bj = 

[C] - total damping matrix includ
ing [C„] and [CG] 

[CG] = skew symmetric matrix repre- c,- = 
senting the gyroscopic effect 

[C„] = viscous damping matrix due kj = 
to support damping / = 

[7] = unit matrix m = 
[Ip] = mass moment of inertia 

about the rotating axis n = 
[K] = stiffness matrix of the struc

ture (<?;) = 
Lk = length of the kth shaft ele

ment (5;) = 
[M] = mass matrix of the structure 
[Qs\ = sth set of eigenvectors associ- w,- = 

ated with the same repeated 
eigenvalue 

displacement vector for free 
vibration 
weight of all design variables 
vector containing weighting 
coefficients to form {g,} 
weight associated with per 
unit damping coefficient of 
the support 
damping coefficient of the 
support 
stiffness of the support 
number of supports 
number of eigenvalue con
straints 
number of design variables 
for the shaft elements 
eigenvector of the trans
formed system 
eigenvector for repeated 
modes 
weight associated with per 
unit stiffness constant of the 
support 

Oik '-

K --

h = 
ho -
Pk = 

h ~-

CO = 

= kth design variable 
= ith complex eigenvalue of the 

structure 
= desired constraint target 
= eigenvalue of current design 
= weight density of kth shaft 

element 
= complex eigenvector associ

ated with A,-
= shaft rotating speed 

Subscripts and Superscripts 

L = constraint lower limit 
T = transpose 
U = constraint upper limit 
j = design variable number for 

supports 
k = design variable number for 

shaft element 
5 = set number for the repeated 

modes 
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Let 

lQ} = 

Substituting [#,) for (<?,) in Eq. (15) for repeated modes 
results in 

[A]: 
C M 

M 0 

and 

[51 = 

or 

-K 0 

0 M 

Substituting Eqs. (8)-(10) into Eq. (6) results in 

[A]{q}-[B]{q] = {0} 

[A\{q) = [B]\q\ 

Assuming 

then 

Plugging Eq. 

[Q\ 

{ « ) = 

(14) into Eq 

= ex'M 

= Aex'M 

(11) yields 

HA]{qi} = [B]{qi 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 
Equation (15) is apparently an eigenvalue problem with A,-

the eigenvalue and {#,•) the eigenvector. 
The dimension of Eq. (15) is twice the original system. The 

complex eigenvalues are always accompanied by their complex 
conjugates. The eigenvectors contain the data for both dis
placements and velocities. Although the dimension of the prob
lem is increased, using this familiar form is justified by two 
major reasons. One is that a lot of commercially available 
computer software can solve the eigenvalue problem of Eq. 
(15). The other one is that the calculation of eigenvalue sen
sitivities for the similar undamped system is directly derived 
from the real eigenvalue problem similar to Eq. (15). There
fore, the algorithm for solving the optimization problem with 
real eigenvalue constraints can be easily modified to attack 
this damped system. Subroutine DGVCRG from the IMSL 
package is used to solve the eigensystem of Eq. (15). 

The eigenvalue sensitivity using the Fox and Kapoor [6] 
formulation is 

d\L_ 

dak 
\Qi 

d[B] d[A]\ 

dak dak 
(16) 

where <xk is the Arth design variable and [ q, J is normalized such 
that {qi}

T[A}{qi) = l. 
For the rotor-bearing system, if the cross-sectional area of 

the rotating shaft is circular, the bending stiffness in the two 
transverse directions is the same. Due to this equal stiffness 
in the two directions, repeated eigenvalues may appear in the 
eigensolution of Eq. (15). If the constrained eigenvalues hap
pen to be one of the repeated sets of eigenvalues, then Eq. 
(16) sometimes does not give correct sensitivity informations. 
The reason is that the eigenvector associated with the repeated 
eigenvalue is not unique. In fact, it can be a linear combination 
of all the eigenvectors associated with the repeated eigenvalues. 
The determination of the proper eigenvector from these infinite 
choices is summarized below. 

Assuming 

{?/] = [&](«;] (17) 

where (<?,) is the eigenvector that should be used in Eq. (16) 
for the repeated eigenvalue A,-. [Qs] contains the eigenvectors 
associated with repeated A,-; fa,) is the weighting vector for 
the linear combination. 

HA][Qs][ai)=lB\l&Ma,) (18) 

Taking the derivative of Eq. (18) with respect to <xk and 
premultiplying Eq. (18) by [QS]

T gives 

[QsY ; lOsliai] +[QS] (MA]-[B]) — = 0 
oetk oak 

[Qsf(-^[^-X,^ + ^ ) [ a ] ( « , ) = 0 (19) 
dak dak dak I 

Equation (19) can be further simplified as 

[ Q J ^ - ^ ^ I Q J - ^ ^ l - ^ l O J (20) 
\dak dak I dak I 

where [7] is the diagonal unit matrix. 
Equation (20) is found to be another eigenvalue problem 

with its eigenvalues the sensitivities of the repeated modes of 
the original system. If the eigenvalues of Eq. (20) are not 
repeated, the eigenvectors j«,j are uniquely determined. The 
eigenvector {q,} associated with the repeated eigenvalues in 
the original system is then recovered by Eq. (17). Using this 
proper (<?,) in Eq. (16), the correct eigenvalue sensitivities for 
the repeated eigenvalues are obtained. However, provided the 
eigenvalues obtained from Eq. (20) are again repeated, then 
the unique {q,} cannot be found. But the eigenvalue sensitiv
ities for the repeated eigenvalues of the original system have 
already been obtained as the eigenvalues of Eq. (20). 

The optimum design problem is defined to be: 
Minimize 

subject to 

W= J ] PkAkLk + 2 (wjkj + bjcj) 
* = i j=i 

Real(A() > Real(A,) 

Imag(A,) > Imag(A,) 

/=1 , 2, ..., m 

AL
k<Ak<Au

k k=l,2,...,n 

t4<kj<ky j=l,2, ..., I 

cfKCjKC? y ' = l , 2 , . . . , / 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

where W is the weight of the structure; ph A„ and L, are the 
weight density, the cross-sectional area, and the length of the 
rth design variable respectively. Wj and bj are the weights as
sociated with per unit bearing support stiffness and per unit 
damping coefficient respectively, n is the number of shaft 
design variables; / is the number of supporting design variables. 
Equations (22) and (23) are the eigenvalue constraints and m 
is the number of these behavior constraints. Equation (24) is 
the side constraint for the shaft cross-sectional area. Equations 
(25) and (26) are the side constraints for the bearing support 
stiffness and damping variables, respectively. Real(A,) repre
sents the real part of the constrained rth eigenvalue; Imag(A,) 
stands for the imaginary part of the rth eigenvalue; A,- is the 
constrained target of the rth constrained eigenvalue. The con
straint equation can be generalized to be one of less than, 
greater than, equal to, and a range type constraint. The sep
aration of the complex eigenvalue constraint into the real and 
the imaginary parts avoids the complex manipulations in the 
design process. 

Equations (22) and (23) can be approximated by first-order 
Taylor's series as 
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Table 1 Eigenvalue constraints 

Mode 

No. 

1 
2 
3 

Constraint type 

(real part) 

< 
< 
.< 

Desired value 

(real part) 

-6 
-8 

-100 

Constraint type 

(imag. part) 

> 
< 
> 

Desired value 

(imag.part) 

260 
300 . 
590 

Initial(cm2) 

Finaljc 

Initial 
Final 

^ ) j 

A, 
126.71 

64.52 

k^KN/cm) 

262.69 
262.72 

Table 2 

Ai 

126.71 

82.32 

Final and initial design 

A3 

126.71 

146.77 

MtfW/em) 

262.69 
262.72 

. A, 

126.71 

168.13 

£ l ( f f - , / "» ) 
175.13 
152.19 

A, 

126.71 

176.13 

A, 

126.71 

168.45 

cW-./tm) 
175.13 
142.22 

S 

A, 

126.71 

133.94 

A, 

126.71 

83.03 

A, 
126.71 

64.52 

I terat ion 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Table 3 

Ai 

-5.24+241.28i 

-6.29+249.30i 

-7.74+258.23i 

-7.96+259.72i 

-7.66+258.90i 

-7.77+259.6H 

-7.57+259.06i 

-7.74+260.12i 

-7.59+259.59i 

-7.74+260.44i 

-7.57+259.81i 

-7.68+260.43i 

-7.58+260.03i 

-7.54+260.01i 

-7.58+260.21i 

-7.54+259.80i 

-7.51+259.81i 

Histories of 

A3 

-7.14+254.03i 

-7.69+258.42i 

-8.86+264.64i 

-9.11+266.18i 

-8.87+265.89i 

-8.91+266.12i 

-8.78+266.00i 

-8.92+266.72i 

-8.86+266.81i 

-8.94+267.06i 

-8.84+266.93i 

-8.90+267.13i 

-8.79+266.78i 

-8.77+266.86i 

-8.78+266.78i 

-8.76+266.441 

-8.71+266.401 

eigenvalues 

As 

-90.16+520.0H 

-89.07+554.2H 

-103.46+583.08i 

-104.66+590.29i 

-104.66+596.41i 

-104.13+598.12i 

-103.01+596.94i 

-102.67+597.66i 

-102.18+594.8H 

-101.65+596.741 

-101.40+595.391 

-101.04+596.741 

-100.42+597.38i 

-100.44+598.14i 

-100.15+600.73i 

-99.85+601.00i 

-99.91+601.0H 

Feaaibility 

no 

no 

no 

no 

no 

no 

no 

yes 

no 

yes 

no 

yes 

yes 

yes 

yes 

no 

no 

Iteration 0 represents the initial design. 

Real(X,0) + Real 

and 

I d\i 
+ g^Ac , )>Rea l (X , ) (27) 

/ » ax,- ^ d\ , 
Imag(X/0) + Imag( 2 JJ ^J+ S ^ . AkJ 

+Efr A c ; ) > I m a g ( X ' ) (28) 

where X,-0 is the /th eigenvalue of current design. 
The sequential linear programming (SLP) technique is used 

to solve this optimization problem. The subroutine DDLPRS 
from IMSL package is called to solve the linear programming 
problem. Because of the linearized nature of the constraint 
equations, an iterative procedure is established as follows to 
get the optimum solution: 

1 Solve Eq. (15) f or eigenvalues and eigenvectors of current 
design. 

2 Check convergence and feasibilities of the constraints. 
If satisfied, stop. Otherwise, go to Step 3. 

3 Use Eq. (16) or (20) to evaluate the eigenvalue sensitivities 
for the constrained modes. 

4 Form the optimization problem using Eqs. (21) and (24)-
(28). 

5 Solve the optimization problem using SLP and go to 
Step 1. 

O. 1. 2. 3 . A. B. T. 3. a. iO. i i . 12. 13 . 14. 15 . 
Iteration No. 

Fig. 2 Weight history 

Numerical Examples 
The example illustrated is a rotating shaft loaded with three 

big disks shown in Fig. 1. 
The shaft is modeled by nine beam elements with eight de

grees of freedom in each element. The initial design of the 
shaft has uniform circular cross-sectional area of 126.68 cm . 
The corresponding bending moment of inertia in the two trans
verse directions is 1277 cm4. The length of each shaft element 
is 30.48 cm. Young's modulus is taken to be 206.84 GPa. The 
mass density of the shaft material equals 0.00024353 kg/cm3. 
The transverse rotational moment of inertia for each shaft 
element is computed using the formula /n,-[(l/4)/f + (Lf/12)] 
and equally lumped at the two nodes of the beam element. 
The mass polar moment of inertia of each shaft element is 
obtained using the formula (1/2)/H,7? and also equally lumped 
at the two nodes of each shaft element. The bearing supports 
are located at nodes 2 and 9 as shown in the figure. The 
supporting stiffness in the y and z directions for both of the 
supports is 262.69 KN/cm. The viscous damping coefficient 
of bearing supports is 175.13 N-s/cm. Three identical big disks 
are loaded at nodes 4, 6, and 8. The mass of these disks is 
0.7585 kg. The transverse rotational moment of inertia of these 
disks is 148.12 kg-cm2. The mass polar moment of inertia of 
these disks is 296.24 kg-cm2. 

The shaft is assumed to be rotating at 1200 rad/s (11459.16 
rpm). The weight constants associated with the supporting 
spring constant and the damping coefficients are 4.448 x 10-8 

cm for Wj and 4.448 cm/s for bj, respectively. Nine design 
variables, which are the cross-sectional areas of each shaft 
element, are used for the shaft. The side constraints that define 
the lower and upper bounds of the cross-sectional areas for 
all these nine design variables are set at 64.52 cm2 and 258.06 
cm2. One design variable represents all four support stiffnesses. 
The limits set on this design variable are 131.345 KN/cm and 
525.380 KN/cm. The last design variable is for the four support 
damping coefficients. The lower and the upper bounds for the 
damping coefficient are 87.56 N-s/cm and 350.25 N-s/cm, 
respectively. 

The imposed eigenvalue constraints are shown in Table 1. 
After 16 iterations, the design problem converges. The weight 

history is shown in Fig. 2. The final design is listed in Table 
2. The variations of the three constrained eigenvalues in the 
iteration process are recorded in Table 3. 

Concluding Remarks 
A simple structure has been illustrated to demonstrate the 

possibility of optimum design of a rotor-bearing system with 
gyroscopic effects. In this paper the constraints are imposed 
on the complex eigenvalues only. For practical design consid
erations, the constraints may need to be extended to include 
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stress, deflection, and assembly constraints. The algorithm 
developed in this paper can be readily adjusted to include these 
constraints. 
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Quality Factors of Rotors With 
Hydrodpamio Bearings 
The quality factor of a system is a measure of the maximum amplitude of vibration 
that occurs at resonance when the frequency of excitation is equal to the undamped 
natural frequency. This factor can be easily determined for a given mode of vibration, 
given its equivalent viscous damping ratio, as Q = 1/2%. Such a definition becomes 
complicated for a rotor mounted on hydrodynamic bearings. This note discusses 
some factors involved in estimating the quality factor of a rotor. 

1 Introduction 
For a single degree of freedom system with a harmonic 

excitation or with rotating unbalance, it is well known that the 
amplitude of vibration is very large when the frequency of 
excitation is equal to its natural frequency. It is of obvious 
interest to have an idea of this amplitude of vibration, since 
maximum stresses occur at this point. This amplitude of vi
bration is limited only by the amount of damping present in 
the system. For systems with small values of damping, reso
nance occurs very close to the natural frequency, p, and there
fore the quality factor representing maximum amplitude of 
vibration is determined at a forced frequency co equal to the 
natural frequency. This value is given by (see Rao, 1983) 

Q = — (1) 

where £ = Imp is the viscous damping ratio of the system and 
m is its mass. The maximum amplitude of vibration occurring 
at resonance can be reduced by increasing the damping as much 
as possible. 

For symmetric rotors mounted on rigid bearings, the critical 
speeds are the same as natural frequencies of the stationary 
shaft in lateral bending. As the stiffness is the same in all 
directions, the rotor has circular whirl orbit, and there is a 
critical speed for each mode of vibration of the stationary 
shaft. When the rotor is mounted on hydrodynamic bearings, 
each stationary shaft mode is split into two, one a minor and 
the other a major natural frequency, and correspondingly there 
are two critical speeds for the rotor for each of its lateral modes 
of vibration. This is because the support stiffness offered by 
the bearing is not the same in all directions. The hydrodynamic 
bearings are asymmetric and cross coupled in nature. More
over, the damping in hydrodynamic bearings can be significant 
in comparison to the shaft material damping. Further, all the 
stiffness and damping properties of the bearings are speed 
dependent, and hence a simple definition of the natural fre
quency is also not so easy. The problem becomes more com
plicated if one of the cross-coupled stiffnesses is negative and 
instabilities can occur very close to resonance itself. For this 
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reason it is a general practice to determine the unbalance re
sponse of the rotors and find the critical speeds by locating 
maximum amplitudes of whirl. Hence the definition of quality 
factor is not so simple in the case of rotors mounted on hy
drodynamic bearings. Some factors involved in the behavior 
of rotors mounted on hydrodynamic bearings are discussed in 
this paper. 

2 A Simple Rotor in Hydrodynamic Bearings 
Figure 1 shows a simple rotor in fluid film bearings. The 

parameters of the rotor, mass M and stiffness K, can be rep
resentative of modal parameters of a rotor in a given mode 
obtained from a numerical procedure like transfer matrix 
method. The bearings are assumed to be simple linear eight-
coefficient bearings and the equations of motion are 

Mz + K*z+ +K*2y = Mao? cos ut 

My + K2y + K2iZ = Maco sin wt (2) 

where 

K* = 

K;= 

K? 

K* {2K*zz(2K*yy + * • * ) - 4K^K;Z) 

{2Kzz + K*)(2K;y + K*)-4K*zyK*yz 

K* {2K*yy(2K*z + K*)- AK*zyK*yz) 

i2Kz*z + K*)(2K;y + K*)-AK*zyK*yz 

2KzyK*2 

K21--

(2K'zz + K*)(2K'yy + K*) 

2KyzK*2 

- 4KzyKyz 

~{2K*zz + K*)(2K;y + K*)-4K*zyK*yz 

K*=K+ioiC K*z = Kzz + io,Czz,etc. (3) 

The solution of Eq. (2) for the unbalance response can be 
obtained as 

R = 
2 , * 2 . * 2 

co (coi + co2 - •2co2)- 1{H2^2 mS^CJj ) 
-V *2 2w *2 
2(01t - CO )(C02 " 

-co2)- * * *2 *2 
AM/X2"! " 2 

/ *2 *2\ 1 •/ * *2 , * *2\ 
•(0>1 - C 0 2 ) + l(H2^2 +M1W1 ) 

2 («," 2 w * 2 
- CO ) (C0 2 " 2\ 

-co) -
* * * 2 * 2 

- A * l / * 2 C 0 l C02 

(4) 
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Fig. 1 A simple rotor on fluid film bearings 

where 

*2 
0), = 

W 

M 

"K: 

*2 
0)2 : 

V-l 

Kl 

' M 

(5) 

The unbalance response from the above equation for simple 
rotors has been discussed before (Rao, 1982; Rao et al., 1981). 
For rotors carrying several masses, the unbalance response can 
be determined using numerical methods such as transfer mat
rices and finite elements, e.g., Lund and Orcutt (1967), Kramer 
(1977), Rao and Sarma (1984), and Lalanne and Queau (1979). 

Equations (2) are coupled equations and it is not simple to 
obtain an expression for the quality factor. In such cases the 
solution given by Eq. (4) can be used -to determine the un
balance response as a function of speed and obtain the max
imum whirl amplitudes. To obtain an idea of the quality factor, 
one can consider a system without cross-coupled stiffness and 
damping terms. In such a case the governing Eqs. (2) get 
decoupled as 

• Mz+ Czz + Kxz = Maa2 cos at 

My + Cyj> + K?y = Mao>2 sin at (6) 

where 

C7 

Cy = 

2(2CK2
ZZ + 2Ca2C2

zz + w2C2Czz + K2CZZ) 

(,2Kzz + K)2 + o>2(2Czz + C)2 

2(2CKyy + 2C0>2C],y + CO^Cyy + R2 Cyy) 

(2Kyy + K)2 + 0>2(2Cyy +C)2 

K, 

2(KKZZ - o>2CCzz) (2KZZ + K) + 2o»2 (CKZZ + KCZZ) (2CZZ + C) 

(2KZZ + K)2 + J(2CZZ + C)2 

Kv 

2(KKyy - (JCCyy) ( IKyy + K)+ 2^ ( CKyy + KCyy) ( 2Cyy + C) 

(2Kyy + K)2 + U2(2Cyy+ Cf 

(7) 

Since Eqs. (6) are single degree of freedom vibrating system 
equations, we can easily determine the damping ratios for both 
z and y directions: 

fz = " 
C7 

4 2sJK7M 

2\JKyM 
(8) 

Equations (7) can be simplified further by assuming the shaft 
damping to be zero. This is quite often justified as the fluid 

Nomenclature 

a = 
A = 
C = 

c = 

cv 

K = 
Ki = 

K2 = 

K\2 = 

K2i = 

Kvv = 

Kv. 

eccentricity of the rotor 
amplification factor 
shaft damping coefficient 
direct damping coefficient 
for y direction 
cross-coupled damping coef
ficient for y direction 
direct damping coefficient 
for z direction 
cross-coupled damping coef
ficient for z direction 
modal stiffness 
equivalent direct complex 
stiffness in z direction 
equivalent direct complex 
stiffness in y direction 
equivalent cross complex 
stiffness in z direction 
equivalent cross complex 
stiffness in y direction 
direct stiffness coefficient 
for y direction 
cross-coupled stiffness coef
ficient for y direction 

Kzy = 

m = 
M = 
n = 
P = 

Qy = 
Qz = 
R = 
r = 
t = 

X = 
Xc = 

Xr = 

Xst = 

y = 

z = 
Mb M2 = 

direct stiffness coefficient 
for z direction 
cross-coupled stiffness coef
ficient for z direction 
system mass 
modal mass of the rotor 
Xr/Xc 

natural frequency 
quality factor for y motion 
quality factor for z motion 
unbalance response 
frequency ratio 
time 
amplitude 
amplitude at two frequencies 
amplitude at frequency ratio 
r 
amplitude at resonance 
static deflection 
horizontal displacement of 
the rotor center 
vertical displacement of the 
rotor center 
cross-coupled stiffness ra
tios; see Eq. (5) 

*>pk 

0)i, U>2 

• ( _ ) = 

equivalent viscous damping 
ratio for y motion 
equivalent viscous damping 
ratio for z motion 
forcing frequency, rotational 
speed, rad/s 
rigid bearing critical speed, 
rad/s 
frequency where peak ampli
tude occurs 
uncoupled natural frequen
cies; also, two frequencies 
where the amplitude is same 
complex quantities 
f'th iteration quantity 
uncoupled quantities of 
equivalent stiffness and 
damping, with cross-coupled 
terms set to zero 
uncoupled quantities of 
equivalent stiffness and 
damping, with zero cross-
coupled terms and shaft 
damping 
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film damping is generally much larger compared with the shaft 
material damping. Then 

2K2CZZ 

Cv 

K7 

Ky = 

\2Kzz + K)2 + o>\2Czz)
2 

2K Cyy 
~~(2Kyy + K)2 + o?(2Cyy)

2 

K{2Kzz(2Kzz + K)+o>2(2Czz)
2] 

(2Kzz + K)2 + o>\2Czz+C)2 

K{ 2Kyy(2Kyy + K)+ o>2(2Cyy)
2 ] 

(2Kyy + K)2 + o>\2Cyy + C)2 0 a) 

The corresponding damping ratios are 

2\JKZM 

iy = 
Cv 

2^KyM 
(8a) 

Equations (7) and (8) give the effective stiffness and damping 
coefficients and the corresponding damping ratios. It may be 
noted the effective stiffness of the system is dependent on not 
only stiffness of the shaft and bearings but also on the shaft 
and bearing damping values. Similarly the effective damping 
is dependent on both the stiffness and damping properties of 
the shaft and bearings. The corresponding quality factors are 

Qy = J_ 
2Z> 

^Wz 

Qy = 
2£> 

(9) 

(9a) 

3 Case Studies 

3.1 Lightly Damped Rotor. Consider a rotor of mass 
54.432 kg, with its rigid bearing critical speed equal to 4820 
rpm, mounted on two 4 axial groove bearings 2.54 cm in 
diameter and 1.27 cm long with a radial clearance of 0.00254 
cm and viscosity at operating temperature, 0.0242 Ns/m2. The 
shaft stiffness for the fundamental rigid bearing critical speed 
is 

K=Mw2
n= 1.387 X l 0 7 N / m 

The stiffness and damping coefficients of the bearing can 
be obtained from Lund (1965), in the form of graphs, or from 
Rao (1985), as polynomial curves as a function of rotor speed. 
Let us assume for simplicity that the stiffness and damping 
coefficients can be taken to be constant in the range of res
onance and evaluate them at 4500 rpm. Considering only the 
direct stiffness and damping coefficients, these values are 

K„ = 4.16 X 107 N/m C„ = 70000 Ns/m 

# „ , = 1.01 xlO7 N/m 

From Eqs. (7a) 

Cz= 1955.2 Ns/m 

Kz = 1.25 Xl07 N/m 

Cy = 637.9 Ns/m 

^ v = 0 .824xl0 7 N/m 

Cyy= 1930 Ns/m 

The uncoupled equations of motion are 

Z + 35.92z+ 229644.33z = ato2 cos wt 

y + 11.7192J + 151381.54y = au2 sin wt 

z direction: 

pz = 479.212 rad/s 4576.14 rpm 

Ccz = 52,220 Ns/m ^ = 0.0375 

Qz= 13.3333 
It may be noted that the quality factor is not exactly the 

peak value of response. The peak response, which may be 
called amplification factor, occurs at a frequency ratio given 
by (see Rao and Gupta, 1984) 

1 

V ^ 2? 
The response of the uncoupled equation is given by 

a V(l->-2)2 + (2^)2 

(10) 

(11) 

Substituting Eq. (10) into the above, the amplification factor 
is obtained as 

A, 
2*^1-2Zl 

(12) 

The peak response occurs at 4582.55 rpm with 
Az= 13.3427 

Since the damping is small, this value is not very much 
different from the quality factor. 

y direction: 

py = 389.078 rad/s 3715.42 rpm 

Crv = 42355 Ns/m £, = 0.015 

Qy = 33.333 

The peak response occurs at a frequency ratio 1.00023, i.e., 
at 3716.257 rpm, with 

.4^ = 33.337 

3.2 Heavily Damped Rotor. Consider now a rotor of mass 
453.6 kg, with its rigid bearing critical speed equal to 8600 
rpm, mounted on two plain cylindrical bearings 10.16 cm in 
diameter and 5.08 cm long with a diametrical clearance 0.01016 
cm and viscosity at operating temperature, 0.00568 Ns/m2. 
The shaft stiffness for the fundamental rigid bearing critical 
speed is 

#=Mco2 = 3 .68x l0 8 N/m 

At 8600 rpm, the direct stiffness and damping coefficients 
can be evaluated. It is assumed that these are constant in the 
operating region for the purpose of evaluation of quality fac
tors in z andy directions. Following calculations similar to the 
previous case, we obtain 

^ = 3 .13x l0 8 N/m ^ = 2 .86x l0 8 N/m 

Cz= 135000 Ns/m Cy= 133000 Ns/m 

The uncoupled equations of motion are 

z + 297.619z +690035.27^ = aox2 cos cot 

y + 293.210^ + 630511 A6y = aw2 sin wt 

z direction: 

pz =830.6836 rad/s = 7932.444 rpm 

C„ = 753520 Ns/m 
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Fig. 2 Unbalance response of coupled system 

£, = 0.179 

6 Z = 2.79 

The peak amplitude occurs at 8199.5 rpm, given by 

/ 1 , = 2.839 

y direction: 

py = 794.1 rad/s = 7583 rpm 

Ccy = 720408 Ns/m 

£, = 0.185 

Qy = 2-7 
The peak amplitude occurs at 7856.24 rpm, given by 

,4^ = 2.750 

This rotor is heavily damped and therefore the quality factors 
are very low. The peak amplitudes, amplification factors, occur 
at speeds higher than the resonant speeds. 

3.3 Coupled Systems. Consider the lightly damped rotor 
of section 3.1. Let us take into account all the direct and cross-
coupled stiffness and damping coefficients of the bearing as 
functions of the rotational speed. The response of the system 
given by Eq. (4) is plotted in Fig. 2. The damping ratios of 
the system for the two criticals cannot be easily determined. 
To determine the damping ratio for the 3700 rpm critical, we 
follow the procedure outlined below. 

The natural frequency as a first approximation can be written 
as 

We know that 
y 

•^ res _ 

XS1 

•-Upky l - 2 £ (0)2 

:2£ 

^ 2£Vi-r 
Hence 

Xfi = Xpk\fT^ (0)2 

Let us pick up two frequencies, where the response has the 
same value, then 

J£l r(0) 

We can then write 

Xc 1 

_^?__r(0) 

yid) 

,.(0)2 

Xst 2£,H ^ / ( ] _ r ( 0 ) 2 ^ 2 4 _ ^ £ r(0)^2 

xc 
1 

T+(2M U T 
rf1 

Xst 2iin V(l- /-f2)2+(2£2/-20 ))2 

From the above we obtain 

d-rf2) 
2 ^ r ( 0 ) 4 „ ( 0 ) 2 _ r ( 0 ) 2 

?2 = -
d-^2 ) 

2 ^ r ( 0 ) 4 w ( 0 ) 2 _ ^ 0 ) 2 

The second approximation for the damping ratio is taken 

? 2 

The above iteration for the first step can be repeated until 
the damping ratio agrees with the previous iteration. 

The peak amplitude ratio for the 3700 rpm critical in Fig. 
2 is given by 29.333. For an amplitude ratio of 20, the two 
frequencies are 3600 and 3865 rpm. For the rotor in section 
3.1, with no cross-coupled stiffness and damping, the damping 
ratio is found to be 0.015. Starting from this value, we obtain 
the final damping ratio for this mode to be 0.032. 

The corresponding quality factor is 15.625 and the ampli
fication factor is 15.633. With the inclusion of the cross-cou
pled terms, we note that the damping ratio is more than 
doubled, and the quality factor correspondingly is reduced by 
half. This shows that the cross-coupled stiffness and damping 
terms have a significant influence on the quality factor of a 
rotor. 

The peak amplitude ratio for the 4600 rpm critical is 17.0. 
For an amplitude ratio of 12, the frequencies from Fig. 2 are 
4365 and 4835 rpm. The damping ratio following the above 
procedure is found to be 0.051. The corresponding quality and 
amplification factors are 9.8 and 9.82, respectively. It can be 
seen that this mode is heavily damped compared with the earlier 
one. This corresponds to the uncoupled z mode of section 3.1. 

4 Discussion 

The designer of a rotor is generally interested in knowing 
the maximum amplitude of whirl at a critical speed. A simple 
way of expressing this quantity is by the quality factor. The 
term "quality factor" itself originates from electrical engi
neering, where increased resonant response of a system is often 
considered a measure of quality. A more appropriate term in 
mechanical engineering practice would be "amplification fac
tor." Nevertheless, the term "quality factor" is more com
monly used in mechanical engineering. 

The behavior of a structure under resonance is generally well 
understood. The amplification factor depends on the modal 
damping and is given by l/2£ for small values of damping. 
When the damping is large enough, peak amplitudes occur at 
frequencies slightly lower than natural frequency. The ampli
fication factor, that is, the peak amplitude, is then given by 

1 

2 £ V W 2 
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A rotor mounted on rigid bearings behaves in a similar 
manner to a structure, insofar as its dynamic behavior is cen
tered around a critical speed. The shaft damping controls the 
amplitude of whirl. The peak amplitudes, however, occur at 
speeds slightly higher than the critical speed. The amplification 
factor, however, is the same as given above. 

For rotors mounted on fluid film bearings, the picture is 
very much different from that of static structures or rotors 
mounted on rigid bearings. The main reason for this is due to 
the bearing stiffness and damping properties. Fluid film bear
ings offer different stiffness and damping properties in the 
vertical and horizontal directions. Moreover, the fluid film 
bearings are not direct in their action, that is, a force applied 
in a given direction not only produces displacement in the same 
direction, but also in a direction perpendicular to this. The 
difference in direct stiffness coefficients in the vertical and 
horizontal directions splits a rigid bearing critical speed into 
two. In addition, the cross-coupled bearing properties have a 
significant influence on the dynamic behavior of the rotor. 

The objective of this paper is to show that the bearing prop
erties have a significant influence on the maximum whirl am
plitudes. A procedure to estimate the quality factor or 
amplification factor for such rotors is demonstrated. Some 
salient points of interest are noted below. 

1 The modal system of a rotor can be obtained from a 
suitable numerical procedure to obtain the modal mass and 
stiffness based on rigid bearing conditions. 

2 For the case of similar bearings on both sides of the 
rotor, the out-of-balance response can be determined using 
simple one degree of freedom system accounting for all stiff
ness and damping coefficients. Otherwise a computer code for 
a general rotor with bearings can be used to determine the 
response. From these response calculations, maximum whirl 
amplitudes can be determined, which give the quality factors. 

3 For rotors mounted on similar bearings on both sides, 
the system can be reduced to two coupled second-order dif
ferential equations, taking into account both the direct and 
cross-coupled stiffness and damping coefficients. 

4 These equations can be decoupled by neglecting the cross-
coupled terms and further simplified by neglecting the shaft 
damping. 

5 The decoupled equations give effective stiffness and 
damping values for both the z and y directions of motion. The 
corresponding major and minor critical-speeds and critical 
damping values can be obtained from these terms. 

6 It may be noted that the effective stiffness is a function 
of not only the shaft and bearing stiffnesses but also the shaft 
and bearing damping terms. 

7 Similarly, the effective damping values of the system 
depend not only on damping terms but also on stiffness terms. 

8 These effective stiffness and damping terms are also de
pendent on rotor speed. 

9 From the effective damping and critical damping values, 
the quality factors can be easily determined. 

10 When coupling is taken into account, it is not easy to 
determine the damping ratios, and hence the quality factors. 
It is necessary for these cases to plot the unbalance response 
and determine the damping ratios by an iteration procedure. 

The above factors explain why some rotors are lightly damped 
and others are heavily damped. 
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Applications of Sweep Frequency 
Rotating Force Perturbation 
Methodology in Rotating 
Machinery for Dynamic Stiffness 
Identification 
This paper outlines the sweep frequency rotating force perturbation method for 
identifying the dynamic stiffness characteristics of rotor/bearing/seal systems. Em
phasis is placed on nonsynchronous perturbation of rotating shafts in a sequence 
of constant rotative speeds. In particular, results of the identification of flexible 
rotor multimode parameters and identification of fluid forces in seals and bearings 
are given. These results, presented in the direct and quadrature dynamic stiffness 
formats, permit the separation of components for easy identification. Another ex
ample of the perturbation method application is the identification of the lateral-
torsional coupling due to shaft anisotropy. Results of laboratory rig experiments, 
the identification algorithm, and data processing techniques are discussed. 

Introduction 
Modal testing is routinely used for identifying the dynamic 

characteristic of mechanical structures. The application of such 
"classical" modal testing to rotating machines usually results 
in a broad spectrum of natural frequencies and a rich variety 
of corresponding modes. Since all the modes are treated equally, 
the accuracy of the lowest, most important modal character
istics is often insufficient. In particular, poor sensitivity is 
achieved in the low-frequency ranges when accelerometers are 
used, as is often the case. 

The low-order modes of rotating machines are usually the 
rotor or rotor/bearing modes. Shaft rotation often consider
ably modifies these modes, so modal testing should always be 
performed on shafts that are rotating, and under load, with 
other operational conditions maintained. Impulse testing rou
tinely used on passive (nonrotating) structures may lead to 
underdetermination of input forces when applied radially to 
a rotating shaft as a result of the generation of a friction-
related tangential force component. Furthermore, nonlinear-
ities from the dynamics of fluid-lubricated bearings and close 
spacing of rotor two orthogonal lateral modes create additional 
problems in interpretation of modal testing results. 

For most rotating machines, the shaft rotates in a fluid 
environment, and the fluid involved in the dynamic motion 
becomes an important part of the system. Fluid/solid inter-
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logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
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action causes the appearance of additional, usually low-fre
quency modes of vibration, unknown in passive structures. 

A survey of the rotating machine modal testing problems 
and solutions has been given in the papers by Muszynska (1986), 
Muszynska et al. (1989), and Muszynska and Bently (1990). 
The present paper outlines the use of nonsynchronous sweep 
frequency forward and backward rotating force perturbation 
method for identification of the dynamic stiffness character
istics of the low-order lateral modes of the rotor/bearing/seal 
systems. 

Nonsynchronous Sweep Frequency Perturbation Testing 
of Rotor/Bearing/Seal Systems 

According to the authors' experience, the most meaningful 
study, with excellent signal-to-noise ratio data for identifica
tion of the rotor system parameters, is achieved by nonsyn
chronous rotating force excitation. Different excitations have 
been used by other investigators, such as synchronous forces 
(Zhang et al., 1987), unidirectional impulses (Morton, 1975; 
Nordmann and Massmann, 1984; Nordmann et al., 1986; 
Nordmann and Dietzen, 1988; Massmann and Nordmann, 
1985; Kanki et al., 1986a; Diewald and Nordmann, 1988), 
random inputs (Yasuda et al., 1986), or forced orbital motion/ 
measured response forces (Iwatsubo, 1980; Iwatsubo et al., 
1988; Ohashi, 1984; Ohashi et al., 1988; Jery et al., 1984; 
Adkins and Brennen, 1986; Childs, 1986; Childs et al., 1988; 
Adams et al., 1988; Brennen et al., 1988). For linear systems, 
all perturbation methods should lead to the same results. How-

266/Vol. 115, APRIL 1993 Transactions of the ASME 

Copyright © 1993 by ASME
Downloaded 02 Jun 2010 to 171.66.16.121. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ever, in practice, each method has its own strong and weak 
features, which lead to different levels of accuracy in specific 
applications. The perturbation method discussed in this paper 
has several advantages over the other methods. For example, 
most other methods do not distinguish between the rotor for
ward and backward lateral modes, so that the interpretation 
of the results becomes incorrect. Also, in most other methods, 
the phase measurements are quite inaccurate, thus sine and 
cosine-related components are severely adversely affected, 
causing the final result error to be even higher than the range 
of the phase inaccuracy. In the current perturbation method 
presented here, the phase readings have an error lower than 
±0.3 percent, which is ten times better than most other meth
ods. Furthermore, most other modal methods are based on 
pure linearity of the system; thus the existence of nonlinear 
effects produces additional errors. The approach discussed in 
this paper not only takes account of nonlinearities, but permits 
identification of individual nonlinear terms. 

Some special auxiliary devices are needed for the application 
of the nonsynchronous perturbation method. These devices 
could include aerodynamically driven free spinners, electro
magnetic actuators, auxiliary-driven unbalanced shafts, con
nected to the machine rotor end through a pivoting bearing, 
unbalanced or eccentric disks mounted on rotors through roll
ing element bearings and driven by an auxiliary motor. These 
devices generate rotating input forces at frequencies that are 
entirely independent from the rotative speed. The rotor lateral 
responses are measured by displacement transducers mounted 
in XY configuration at several locations along the rotor (Fig. 
1). The phases of the responses filtered to the perturbation 
frequency are measured relative to a one-per-revolution mark, 
such as Keyphasor®. The response data recorded by a com
puterized acquisition system are then processed and presented 
in dynamic stiffness formats. 

Nonsynchronous Sweep Frequency Perturbation Testing 
and Dynamic Stiffness Identification Algorithm 

Consider a model of a nonsymmetric (laterally anisotropic), 
anisotropically supported, flexible In degree of freedom rotor 
rotating at a constant speed Q: 

[Mi] 

[M2i] 

[Mi2] 

[M2] 
[Z] + [A] [Ad 

[Ad [A] 
[Z] 

M [Kl2] 

[A21] \K2] 
[Z] = m (1) 

where Z = CO1[JC1 xp,...,x„, y\,---,yp,••-,}>„] represents rotor 
deflections at its p = l,...,« axial locations in two orthogonal 
directions x and y. The system parameters are represented by 
the matrices: 

[Mq], [M, , 3 _ , ] , [Dg], [ D , i 3 _ , ] , [Kq], [Kqj_q], q=l,2, 

which are inertia, damping, and stiffness matrices correspond
ingly. The matrices [DQi 3_q] contain "cross" damping terms, 

Data 
acquisition 
system 

Filtering 
to perturbation 
frequency (j 

Processing 
and formatting 

Other 
transducers 
(pressure, 
flow 
temperature) 

(PERTURBATION 
3 - 2 BACKWARD) 

(PERTURBATION 
FORWARD) 

Display: 
Dynamic Stiffness 
versus perturbation 
frequency or frequency 
squared 

Fig. 1 Nonsynchronous perturbation testing of a rotating shaft using 
circular perturbation forces as inputs and displacement transducers for 
measuring output responses 

and the matrices [Kq< 3 _ J contain elements of the "cross" 
stiffness type. Both these matrices usually depend on the ro
tative speed 0. The vector [F] contains controlled excitation 
forces. For identification of the system parameters, a con
trolled rotating perturbation (excitation) force is applied con
secutively at r (r=\,...,ri) axial locations of the rotor in either 
the forward (s= 1) or backward (s = 2) direction. The n pairs 
of displacement transducers in an XY configuration are 
mounted at;? (p = 1,...,/?) axial locations of the rotor (Fig. 1). 
When the force is applied at the rth location, the excitation 
vector used in nonsynchronous perturbation is, therefore, 

[F\ = col[0,...,0, Fsrcos (ut+5sr), 0,...,0, 

( - l ) s + 1 i v s i n M + cv), 0 , . . . ,0 ] , s= l , 2. (2) 

where co is perturbation frequency, Fsr and 5sr are the pertur
bation force amplitude and phase, respectively. Note that the 
perturbation frequency o> is entirely independent of the rotative 
speed fi. 

The forced response of the model, Eq. (1), to exciting force, 
Eq. (2), is as follows: 

[Z\=co\[Amr cos (wt + alslr) Aisnrcos (o>t + alsnr), 

A2slr Sin ((at+U2slr), — ,A2Snr Sin (Wt + a2s„r)] (3) 

where Aqspn aqspr are amplitudes and phases of the responses 
narrow-band filtered to the perturbation frequency. The phases 
are measured from the same once-per-rotation marker. By 
substituting Eq. (3) into Eqs. (1), reducing time-related func
tions, and using Euler's complex number transformation, the 
algebraic set of In equations is obtained: 

r [^y^r 

= Fsre
JS'"-\col[0, 

where j = V - 1 and 

,0, 1,0,...,0, ( - l ) s + \ 0.....0]} (4) 

Nomenclature • 

A = rotor response amplitude 
D = damping 

F, 8 = perturbation exciting force 
amplitude and phase 

j = V^T 
K, M = stiffness and mass, respec

tively 
Mf = fluid inertia effect 

t = time 
x, y = rotor deflections in two lat

eral directions 

Z = vector of rotor deflections 
a = rotor response phase 
K = dynamic stiffness 
X = fluid circumferential average 

velocity ratio 
v, = torsional natural frequency 
w = perturbation frequency 
Q = rotative speed 

Subscripts 

n = number of measurement 

planes and number of experi
ments 

p = measurement axial location, 
p=l,...,n 

q = displacement in x direction 
((7=1), or y direction (q = 2) 

r = perturbation force axial loca
tion, r=\ n 

s = perturbation forward (s= 1) 
or backward (s = 2) 
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[K] = 

J(lK2l]+MD2l}-u2lM2l}) 
-y([^12l+>[A2]-«2 [M|2]) ' 

[K2] +jco[D2] V [ M 2 ] 

is the system complex dynamic stiffness matrix. The nonzero 
components at the right-hand side of Eq. (4) are at the rth and 
(n + /-)th rows. 

For the sequence of n experiments in which the force is 
applied consecutively at r=l, 2,...,n locations either in the 
forward (s=l) or backward (s = 2) directions, the set of In 
equations is obtained: 

M Wil l H i d 

H21] H22] 

where 

\Aqs\ = 
A gs\\ ...A qs\n 

^qsnl -A0 

[Fi] [F2] 

[Fx] [-F2] 

= [Aqsp^
aw] 

(5) 

F ^ d i a g ^ , ^ ' F,y«>], q, 5 = 1 , 2 . 

Aqspr=Aqspie'c'isPr represent response vectors (in the complex 
number sense), components of the response nonsingular ma
trix. Equation (5) represents the main equation for identifi
cation of the system parameters: 

[K] = 
\F\\ [F2] 

l-F2] 

[An] 

IAU] 

H12I 

[A22] 

The identification procedure is reduced to the following expres
sions, representing the rotor dynamic stiffness components: 

[Kq] - <J[Mq] = - Re {[(- \f[F2] + [//,]] [H2]) 

u[Dg] = - Im {[(- l)"[F2] + [//,]] [H2]) 

« [ A - M 1 = Re{ [ ( - mF2] - [H^m j 

[tf3_M] -a)2[M3_M] = Imf [ ( - \f[F2} - [//,]][//2] }> 

(6) 

(7) 

(8) 

<7=1,2 (9) 

where 
l[A 3-<?,2J [Hl] = [Fl][Ai-qJ 

m = l[Aqa]-[AqJ[Ai_qA]-,[A^q,2]]-1 

With the frequency sweep excitation (co variable from zero 
to a selected value covering the range of n natural frequencies 
of the system) the results, Eqs. (6)-(9), are eventually graph
ically presented versus w or to2 for the easiest curve fitting of 
straight lines. 

Note that the model, Eq. (1), takes into consideration 2n 
rotor/bearing/seal system coupled modes. The vector Z con
tains multimode modal coordinates. Using this approach, the 
identification provides parameters of the coupled system, not 
only modal parameters of decoupled modes. The method works 
very well for systems with a low number of modes, and is 
extremely useful if the knowledge on all connecting masses 
and stiffnesses in the system is required. If the number of 
modes in the chosen frequency range is not known ahead of 
time, the additional measurements may serve for modal cor
rection factor calculations, as discussed by Muszynska et al. 
(1989). 

Synchronous perturbation testing using controlled unbal
ances as excitation and rotative speed as perturbation fre
quency (u = fl) is a simpler, but useful, technique, providing 
identification of parameters weakly depending on rotative 
speed. An example is presented in Fig. 2. The perturbation 
method applied in the frequency span of two rotor isotropic 
modes provides identification of not only the first and second 
mode modal masses and stiffnesses (four values), but the mul
timode modal coordinates, which include masses M\, M2 and 
stiffnesses K\, K2, K^, where Kx and K3 include the supporting 
bearing radial stiffnesses. From the mathematical point of 
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Fig. 2 Identification of two-mode modal masses and stiffnesses of a 
rotor using synchronous perturbation, [i are modal correction factors 
(Muszynska et al., 1989). 

view, the identifying procedure applied to rotors provides tri-
diagonal matrices, as opposed to diagonal ones using classical 
approaches. Tridiagonal matrices can similarly be obtained 
from reduced and appropriately transformed FEM models (the 
transformation can be found in the book by Golub and Van 
Loan, 1983). The multimode modal coordinates represent the 
system much better because they can physically be attached to 
system elements. 

The perturbation technique was successfully applied for pa
rameter identification of several rotor systems (Muszynska, 
1986; Muszynska et al., 1989; Muszynska and Bently, 1990). 
The results of application to rotor/bearing and rotor/seal sys
tems have led to identification of a fluid force model for lightly 
radially loaded bearings and seals (Muszynska, 1988). The 
perturbation technique is also always routinely used for iden
tification of rotor rigs designed for any experiment, which 
would further involve system modifications with possible non
linear effects (such as rubbing or loose parts). This perturbation 
technique should also become a routine during rotating ma
chine prototype testing. 
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Fig. 3 Spectrum cascade of the rotor vertical response to lateral back
ward rotating force nonsynchronous perturbation (Bently et al., 1991) 

Some more specific applications are described in the next 
two sections of this paper. 

Lateral-Torsional Cross Coupling 
The nonsynchronous sweep frequency lateral perturbation 

technique has been used to investigate the lateral-torsional 
cross coupling due to shaft anisotropy (Bently et al., 1991). 
The rotor of the experimental rig was driven by a synchronous 
electric motor, connected through a laterally flexible, torsion-
ally rigid coupling. In order to simulate anisotropy of the shaft, 
a part of the shaft at midspan area was machined to produce 
two flats. There were two disks fixed on the shaft with 36 
precisely manufactured gear teeth on each of them. The optical 
pickups observe the disk gear tooth passing frequencies. The 
data were then processed through a torsional signal conditioner 
to obtain the dynamic twist (torsional vibrations) of the shaft 
between two disks. The shaft lateral vibrations were observed 
by two sets of proximity probes in an XY configuration. The 
nonsynchronous perturbation unbalanced disk driven by a sep
arate motor was attached through a rolling element bearing at 
the shaft midspan. 

The lateral responses of the shaft to the nonsynchronous 
perturbation, presented in a form of the spectrum cascade plot 
(Fig. 3), exhibit significant amounts of the frequency difference 
components: to - 0, w — 2Q, and 2to - fi. The existence of these 
components is due to the shaft anisotropy, and can be used 
for its identification. The rotor torsional responses are pre
sented in the form of overall vibration amplitude versus per
turbation frequency (Fig. 4). They exhibit high amplitudes at 
the excitation frequency equal to the first torsional natural 
frequency vt. This is related to the torsional/lateral coupling 
through rotor residual unbalance. The other peaks of the tor
sional vibrations occur when the linear combinations of fre
quencies co and fi are equal to the torsional natural frequency 
v, and half of it (v,/2). These effects are due to the asymmetry 
of the shaft plus radial sideload, and could also be further 
used for identification of the shaft anisotropy, such as gen
erated by a propagating transverse crack on the shaft. 

Antiswirl Seal Testing 
The sweep frequency rotating force nonsynchronous per

turbation method was applied to identify the fluid force pa
rameters in antiswirl seals, equipped with radial and tangential 
inlet ports (Grant, 1991). The results provide clear effects of 
the input flow pattern on fluid force components. Water was 
used for series of experiments. Figure 5 illustrates an example 
of the obtained data presented in terms of dynamic stiffness 
components for the seal input flow through radial or antiswirl 
ports, and for three rotating speeds. Based on this type of 
data, the identified fluid force parameters, namely circumfer
ential average velocity ratio X, radial stiffness, and damping 
reduced from approximately 70 runs covering the range from 
3 to 80 psi water pressure are presented in Fig. 6. While the 

FREQUENCY |kcpm| 

Fig. 4 Overall amplitude versus perturbation frequency and spectrum 
cascade of the anisotropic rotor torsional response to lateral backward 
nonsynchronous perturbation (Bently et al., 1991) 
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Fig. 5 Direct and quadrature dynamic stiffnesses versus perturbation 
frequency of the seal with either radial or antiswirl inlet ports 

flow rate may not be the best factor to illustrate fluid force 
parameters for a variety of tested cases, the graphs clearly 
show general trends of these parameters for radial and antiswirl 
inlets. 

As can be seen in Fig. 6, the antiswirl input fluid injection 
in the direction opposite to the shaft rotation makes dramatic 
change in the fluid circumferential average velocity ratio val
ues, by considerably lowering them and improving stability 
features. 

Parameter Identification Using Perturbation Techniques 
in Conjunction With Optimization Theory 

Current data processing techniques used in parameter iden
tification are based on algebraic manipulation of the forced 
response data in order to obtain values for the system param-
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Fig. 7 Finite element model of a rotor showing element structures, 
bearings, and simulated measurement locations for synchronous testing 

eters. These techniques provide accurate, easily interpretable 
results for systems in which the application of the perturbation 
force and the measurement of the associated response can be 
precisely controlled. As the system becomes more complex, 
requiring larger amounts of data for accurate analysis, or the 
location of the applied force or measurement transducers must 
be compromised, resulting in less than optimum databases, 
other data processing techniques must be developed for the 
perturbation technique to be effective. The alternative tech
nique under consideration has been explored in references by 
Nordmann and Diewald (1990), and Mottershead (1991), and 
is based on the error minimization between a system measured 
response and one calculated from a mathematical model. The 
process consists of modifying the mathematical model param
eters, computing a new response, generating the error value, 
and then using this information along with past computations 
to determine new values for the parameters, which will reduce 
the error value below an acceptable tolerance. To achieve this, 
adaptations of the bracketing routine, Brent's line minimi
zation routine, and Powell's method of discarding the direction 
of largest decrease routine (as given by Press et al., 1986) are 
used in the optimization section of the program. 

Since the target computing system for the analysis is a per
sonal computer, computational complexity must be limited to 
produce solutions within a reasonable time. Toward this end, 
the rotor system is modeled using a simple finite element ap
proach consisting of beam elements, bearings, and mass un
balance forces, which are input to the program through a 
mouse-driven graphic user interface. Following Al-Khafaji and 
Tooley (1986), a system of linear equations generated from 
the model is solved using the square root method, which is a 
form of LU decomposition adapted to symmetric equations. 

In order to reduce the computational burden, the extent of 
the optimization can be limited by selection of the system 
parameters to be varied during the optimization process. This 
is accomplished using the graphic interface to select which 
elements are to be varied. Within each selected element, the 
variable could be stiffness (Young modulus), bearing stiffness 
(both direct and quadrature components), or unbalance force. 
For example, if only bearing stiffnesses of a two-bearing rotor 
system are desired, the problem is reduced to a four-dimen
sional optimization problem by selecting these stiffnesses as 
the only modifiable parameters; all other parameters are fixed 
during the solution process. 

Preliminary results are encouraging. The forced response 
section of the program was used to calculated responses of the 
rotor-bearing system (Fig. 7) due to an unbalance force in the 
left-hand disk. This response was then used as a simulated 
measured response with infinite signal-to-noise ratio to esti
mate the bearing stiffnesses at each bearing location using the 
optimization portion of the program. As in the example above, 
all system parameters were fixed except for the bearing pa
rameters at each bearing location. The results are shown in 
Fig. 8. The bearing radial stiffness value used in the original 
calculation was 1250 lb/in. and radial damping was 0.35 1b-
sec/in. The corresponding direct and quadrature stiffnesses 
are shown in the figures as broken lines. As can be seen from 
the figures, there is almost perfect agreement between actual 
bearing parameters and those obtained through the optimi
zation process. The slight deviations between actual and pre
dicted parameter values at 3000 rpm correspond to the 
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Fig. 8 Direct and quadrature dynamic stiffnesses versus rotative speed 
at bearings using simulated measured responses at ply, p2y, p7y, p&y 
(Fig. 7) 

frequency range in which the vibration levels at points "ply" 
and "p2y" are very small, while those at 6000 rpm coincide 
with the second natural frequency. The most probable cause 
for both errors is selection of tolerances for various portions 
of the optimization subprograms. Further research to isolate 
these errors is currently being conducted. Research is contin
uing for this technique using measured data contaminated with 
noise, different locations of applied force and measurement 
transducers, and measured data taken from real rotating ma
chines. 
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The Effects of Friction in Axial 
Splines on Rotor System Stability 
An in-depth parametric evaluation of the effects of Coulomb friction in an axial 
spline joint on the stability of the rotor-bearing system was conducted through time 
transient integration of the equations of motion. The effects of spin speed, friction 
coefficient, spline torque, external damping, imbalance, and side load as well as 
asymmetric bearing stiffnesses were investigated. A subsynchronous instability is 
present at the bending critical speed when the spin speed is above this critical. The 
limit cycle orbit is circular, proportional to the product of the friction coefficient 
and spline torque (ptT), inversely proportional to the external damping, and in
dependent of spin speed. When imbalance is applied to the rotor, beating between 
the subsynchronous natural frequency and the synchronous (spin speed) frequency 
occurs. The subsynchronous component of the orbit is proportional to fx.T, while 
the synchronous component is proportional to the imbalance. When a static side 
load is applied, the unstable node at the center of the orbitally stable limit cycle 
grows into an ellitpical orbitally unstable limit cycle, separating stable from unstable 
regions of the phase plane. Below a threshold value of side load, the transient motion 
approaches one of two asymptotic solutions depending on the initial conditions: the 
larger stable limit cycle or a point at the center of the smaller unstable limit cycle. 
Beyond the threshold value of side load, the rotor-bearing is stable and all motions 
decay to a point. Asymmetry in the bearing stiffnesses reduces the size of the 
subsynchronous whirl orbit. 

1.0 Introduction 
Stability of rotor-bearing systems has been studied by nu

merous authors, such as Gunter [1], Black [2], Glasgow [3], 
and more recently, Lund [4]. Internal rotor friction has been 
demonstrated [5], both analytically and experimentally, to cause 
instability in rotors operating above their first bending critical. 
Turbopumps such as the Space Shuttle Main Engine (SSME) 
High-Pressure Oxidizer Turbopump (HPOTP) contain friction 
joints such as interference fits and splines. These rotors may 
operate above flexible bending criticals and have relatively light 
external damping, both of which are potential conditions for 
instability. 

This paper is concerned with the evaluation of the effects 
of the system parameters on the stability of a rotor that contains 
two spline joints. The parameters investigated were spin speed, 
friction coefficient, spline torque, external damping, imbal
ance, side load, and asymmetry in bearing stiffnesses. 

2.0 Rotor Model, Numerical Approach, and Initial 
Conditions 

Figure 1 shows the rotor-bearing model used to exercise the 
spline. It consists of a shaft mounted on ball bearings at the 
ends with a spline sleeve in the middle. Spline couplings at the 
ends of the sleeve connect it to the rotor. External damping 
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
March 4,1991. Paper No. 91-GT-251. Associate Technical Editor: L. A. Riekert. 

to ground is applied at the sleeve. The spline configuration is 
the same as that in the the SSME HPOTP rotor. This same 
spline was tested in a rotor-dynamic test rig, similar to the 
model in Fig. 1, which showed a very strong subsynchronous 
whirl at the first critical, as reported in [1]. The first undamped 
natural frequency of the system corresponds to a bending crit
ical at 1247 rpm. Figure 2 is a plot of the corresponding mode 
shape, showing the relatively large bending of the shaft at the 
sleeve ends and the relatively small deflection at the bearings. 

A Coulomb friction model that describes analytically the 
behavior of a spline coupling was developed in [1], showing 
that the moment transmitted across the spline joint is given 
by: 

-M=KaA9 + 
IjiT Aa 

•K c o s \j/ l A a l 

M-- A0 = 
Ad 

A<£ 
A « = ) . (1) 

>-QA0 j 

where A0 and Aa are the differences in angular displacements 
across the spline measured in coordinate systems fixed on the 
ground and on the rotor, respectively. Ka\s the angular stiffness 
of the spline, T is the spline torque, ix is the coefficient of 
friction, and ^ is the pressure angle. 

When conditions are such that the relative angular velocity 
across the spline joint approaches zero, the joint will stick. 
However, the spline model is assumed to be slipping. The 
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phenomenon of the transition from a slipping to a sticking 
interface was not found to be relevant to the stability question. 
The equations of motion were integrated versus time using a 
fourth-order Runge-Kutta method. The time step was made 
small enough to avoid numerical instability and assure accuracy 
of solution. 

Different initial conditions were used to start the rotor tran
sient motion. Either an imbalance force or a static side force 
of 1780 N [400 lb] was applied to the rotor at rest for 1 second, 
and then released. Figure 3 shows the transient response orbits 
for these two initial conditions. In both cases, the rotor motion 
approaches the same circular orbit from the outside. Another 
simulation where the displacements and velocities after the 
imbalance was removed were scaled down by a factor of 0.6 
is shown in Fig. 4. In this case, the rotor motion approaches 
the same circular orbit from the inside. The parametric study 
is mostly concerned with the final motion of the system and 
not the intermediate transient. The set of displacements and 
velocities corresponding to the above circular limit cycle orbit 
was found to be the most appropriate choice of initial con
ditions. However, since under nonsymmetric operation there 
were two different solutions to the final motion, a scale factor 
(SI) was used to scale the set of displacements and velocities 
used for initial conditions. 

3.0 Parametric Study 

3.1 Symmetric Conditions. Under symmetric conditions 
(no side force and isotropic bearing coefficients), when the 
rotor is spinning at frequency 0 and whirling in a circular 
motion at frequency u, the energy added in one cycle to the 
rotor-bearing system by the spline joint can be calculated to 
be: 

Fig. 3 Transient response orbit to different initial conditions 
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Fig. 4 Orbit for initial conditions scaled by SI = 0.6 

t//=sgn(co-fi) 
cos ^ 

(2) 

where r\ is the amplitude of the relative angular displacement 
across the joint. On the other hand, the energy contribution 
from a viscous damper is given by: 

Uv = -liruBri (3) 

where r2 is the radius of the circular whirl orbit at the damper 
location. The negative sign indicates that energy is being dis
sipated. 

When the motion reaches its limit cycle, the net energy added 
to the system is zero. Setting the sum of the above two equations 
to zero yields the amplitude of the motion: 

rr-

^•wwB cos ¥ \r2 

0, iffl-Cco 
2 

, ifO>co 
(4) 

Nomenclature 

Ad, Aa = difference in angular dis- Ka = 
placements across the spline 
measured in coordinate sys- T = 
terns fixed on the ground 
and fixed on the rotor, re- Uf, U„ = 
spectively 

angular stiffness of the 
spline 
steady torque transmitted 
by spline 
energy contributions per 
cycle due to spline friction 

and external damper, re
spectively 

ix = coefficient of friction 
~f = spline teeth pressure angle 
0 = spin speed of rotor 
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Fig. 6 FFT of lateral motion for different amounts of imbalance 

where the ratio (rx/r2) is obtained from the mode shape of the 
motion. Below the first bending natural frequency, both en
ergy contributions are negative, resulting in zero motion. Above 
the first bending natural frequency, the radius of the limit cycle 
orbit is proportional to the product of the friction coefficient 
and the spline torque On 7) and inversely proportional to the 
external viscous damping (B). Of course, when the rotor mo
tion is such that the moment acting through the spline joint 
does not exceed that required to overcome slip (2nT/ircos'f) 
the joint connection will be elastic and the rotor will be stable 
without subsynchronous motion, in spite of operation above 
the first bending critical. 

3.2 Imbalance. Figure 5 is a plot of three different limit 
cycle orbits showing the combined effects of friction and im
balance: (1) an imbalance of 890 N [200 lb] and zero friction; 
(2) an imbalance of 890 N and p.T = 56.5 N-m [500 lb-in.]; 
and (3) zero imbalance and ixT = 56.5 N-m. The case with 
imbalance only has purely synchronous motion while the case 
with only friction has motion purely at the first natural fre
quency. For both of these cases the orbit is circular. 

The case with both imbalance and friction shows a combined 
motion beating between the two frequencies and contained 
within an annular region. Figure 6 shows the FFT of the lateral 
displacement as the imbalance force is increased from zero to 
890 N. Clearly, the synchronous component of motion in

creases in proportion to the imbalance force while the sub-
synchronous component is unaffected. Thus, there are two 
components of motion, uncoupled from each other, at two 
frequencies: 

1 a subsynchronous component (at the first bending crit
ical), proportional to fj.T/B. This component is respon
sible for the mean radius of the annular region. 

2 a synchronous component (at the spin speed), propor
tional to the imbalance force. This component is re
sponsible for the width of the annular region. 

3.3 Side Load. A static side load applied to the rotor will 
cause a moment to be transmitted through the spline connec
tions between the sleeve and the rotor. There exists a threshold 
for this side load beyond which the rotor-bearing system is 
stable and all motions decay to a point. Below the threshold, 
the transient motion will approach one of two solutions as 
^ o o , depending on the initial conditions, as discussed below. 

In the theory of the stability of nonlinear systems, a limit 
cycle is defined as an isolated closed phase path1 that corre
sponds to a periodic mode of operation in the system. If all 
neighboring phase paths approach this cycle, from both the 
inside and outside, asymptotically as ?—oo, it is called a stable 
limit cycle. On the other hand, if there exists at least one 
neighboring phase path that does not approach this cycle as 
/-~oo; it is called an unstable limit cycle. Similarly, a stable or 
unstable node is a singular point toward which or away from 
which all neighboring phase paths move as t~ oo. For more 
information on this subject, see [6]. 

When the rotor is operating above the first bending critical 
and at zero side load there is an orbitally stable circular limit 
cycle for the motion at a whirl frequency equal to the first 
bending critical, regardless of the initial conditions. The center 
of this circle is an unstable node. 

As the side load is applied, the center of the orbitally stable 
limit cycle moves in the direction of the load. This unstable 
node grows into an orbitally unstable limit cycle. Figure 7 is 
a comparative plot of the two limit cycles as the side load is 
progressively increased from zero to 1780 N. The arrows in
dicate the stability status of the different cycles and nodes. 
The unstable limit cycle is elliptical in shape and has its major 
axis inclined a few degrees from the direction of the applied 
load, as can be determined by looking in more detail at the 
case of the 890 N side load at different initial conditions. Figure 
8 shows part of the orbit of the rotor near this cycle for three 
values of initial conditions (SI = 3.5, 3.875, and 4.25) between 
t = 0.55 and t = 0.60 seconds. Figure 9 shows the complete 
orbits (from / = 0 to 1 sec) for these three conditions. As seen, 
the orbit decays to a point for SI = 3.5, whereas it grows to 
the stable limit cycle for SI = 4.25. For SI = 3.875 on the 
other hand, the orbit does not depart drastically from the cycle 
in Fig. 8 even after time has reached a full second. The criterian 
that determines the final orbit is not simply whether the initial 
rotor displacement is inside or outside this unstable limit cycle 
but is a complex function of all the initial displacements and 
velocities of the system. 

Thus, the unstable limit cycle represents a threshold for the 
initial conditions of the rotor-bearing system eventually to 
reach the nonzero orbitally stable limit cycle, which is mani
fested as a subsynchronous vibration. For small initial con
ditions, the transient orbit will decay in an elliptically shaped 
spiral toward a point at its center, which is now a stable node. 
Figure 10 illustrates the transient orbits for three different 
values of small initial conditions (SI = 3.5, 2, and 1). On the 

'"Phase path" is the term given to the path of a representative point in the 
phase plane, while "phase" is used to describe the state of the system, i.e., the 
set of displacements and velocities of the system at a given time. 
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Fig. 10 Transient orbit for small initial conditions showing decay to a 
stable node 

other hand, for large enough initial conditions, the orbit grows 
toward the larger, more circular stable limit cycle, from either 
the inside or the outside. Figure 11 illustrates the transient 
orbits for three different values of large initial conditions (SI 
= 5, 10, and 20). 

As the side load is increased, the orbitally unstable limit 
cycle grows very rapidly toward the larger limit cycle. This 
larger cycle, on the other hand, decreases and becomes elliptical 
very gradually with increasing side load. The principal axis of 
this larger cycle is along the direction of load. Both limit cycles 
merge into one another at the threshold of side load (about 
1330 N for this case) to form what is called a "semi-stable" 
or double cycle [2]. Although motions with large initial con
ditions approach this cycle asymptotically from the outside, 
any disturbance will cause the motion to decay toward the 
stable node at its center. 

Figure 12 contains superimposed plots of the envelopes of 
the lateral component of motion versus time for numerous 
values of the initial condition scale factor (SI) and a side load 
of 100 lb. Figures 13, 14, and 15 are similar plots for side loads 
of 890, 1330, and 1780 N, respectively, except for a factor of 
2 in the scale of the abscissa. At large orbit amplitudes (near 
the limit cycles) the decay rate with time is fairly slow, while 
as the orbit size decreases the decay rate rapidly increases. 
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Further increases in side load beyond the threshold increase 
the rate of decay of the motion toward the stable node at the 
static offset. This is shown in the plots of the envelopes for 
the case of a side load of 1780 N (Fig. 15), which do not show 
any evidence of a limit cycle. 

Figure 16 plots the size and ellipticity of the stable limit-
cycle orbit as the side load is increased. The orbit starts out 
as a large circle, which becomes elliptical and shrinks in size, 
very slowly for small side load and then very rapidly as the 
threshold (1780 N) is approached. 

3.4 Asymmetric Bearing Coefficients. Figure 17 shows 
the effect of decreasing one of the components of direct bearing 
stiffness (Kyy) on the limit cycle orbit. As Kyy is decreased from 
100,000 to 10,000 lb/in., the orbit becomes elliptical with the 
major axis inclined about 135 deg from the x axis and increasing 
to about 110 percent of the radius of the original circular orbit. 
Further decrease in Kyy decreases the size of the orbit without 
much further effect on its ellipticity. Figure 17 is a plot of the 
major and minor axes of the limit cycle ellipse. In the case of 
this rotor model, no reduction in the major axis is noticed 
until Kyy/Kxx is less than 10 percent. However, as shown by 
the mode shape in Fig. 2, the rotor model utilized here to 
exercise the joint is fairly flexible compared to the bearing 
stiffness. A stiffer rotor would involve more participation of 
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the bearings in the first bending mode. Therefore, it is expected 
that for relatively stiffer rotors, asymmetry in the bearing 
coefficients should have a more beneficial effect in controlling 
rotor instability. 
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3.5 Rotating Speed. The rotor will be stable or unstable 
depending on whether the rotating speed is lower or higher 
than the first bending critical speed is lower or higher than the 
first bending critical sped of the rotor-bearing system. Several 
simulations performed with and without side load showed no 
effect of speed. Other than determining the stability status, 
the spin speed has no noticeable effect on the size of the orbit 
or on the transient motion to reach it. (The only effect is 
through the small influence that the gyroscopic effects have 
on the first bending critical speed and mode shape.) 

4.0 Conclusions 
For symmetric operation: 
1 There is only one asymptotic solution (as t—ao) inde

pendent of the initial conditions. If the spin speed is less that 
the first bending critical speed, the energy contribution from 
the friction in the spline is negative, resulting in zero subsyn-
chronous motion and a stable rotor. If the spin speed is greater 
than the first bending critical speed, the rotor is unstable and 
its motion is a circular limit cycle whirling at a frequency equal 
to the first rotor bending critical. The radius of this limit cycle 
orbit is proportional to the product of the friction coefficient 
and the spline torque, and is inversely proportional to the 
external viscous damping. Transient motions proceed in spiral 
paths, from either the inside or the outside, toward the limit 
cycle circle. The center of the circle is an unstable node. 

2 Other than determining whether instability is present, 
there is very little effect of spin speed on the size of the sub-
synchronous motion, only the small influence that the gyro
scopic effects have on the first bending critical speed and mode 
shape. 

3 With rotor imbalance the limits of the rotor orbit widen 
from a circle to an annulus. The motion within this annulus 
contains two components at two frequencies: a subsynchron-
ous component (at the first bending critical) and the synchron
ous component. The subsynchronous component is 
proportional to the product of the friction coefficient and the 
spline torque. The synchronous component is pro
portional to the imbalance force and is responsible for the 
width of the annular region. Both components are uncoupled 
from each other. 

Bearing asymmetry: 
4 Asymmetry in rotor bearing stiffness coefficients reduces 

the size of the subsynchronous whirl orbit brought about by 
internal friction. 

Static side load: 
5 There exists a threshold for the side load beyond which 

the rotor-bearing system is stable and all motions decay to a 
point. Below the threshold, the transient motion will approach 
one of two asymptotic solutions depending on the initial con
ditions. 

6 As the side load is applied, the unstable node at the center 
of the orbitally stable limit cycle moves in the direction of the 
load and grows into an orbitally unstable limit cycle. For small 
initial conditions, the transient orbit will decay in an elliptically 
shaped spiral toward a point at its center, which is now a stable 
node. On the other hand, for large enough initial conditions, 
the orbit grows toward the larger, more circular stable limit 
cycle, from either the inside or the outside. As the side load 
is increased, the orbitally unstable limit cycle grows very rapidly 
toward the larger limit cycle. This larger cycle, on the other 
hand, decreases and becomes slightly elliptical. 

7 Both limit cycles merge into one another at the threshold 
of side load to form a "semi-stable" or double cycle. Although 
motions with large initial conditions approach this cycle 
asymptotically from the outside, any disturbance will cause 
the motion to decay toward the stable node at its center. Further 
increases in side load beyond the threshold increase the rate 
of decay of the motion toward the stable node at the static 
offset. 
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A Study of the Influence of 
Bearing Clearance on Lateral 
Coupled Shaft/Disk Rotordynamics 
This study examines the influence of bearing clearance on the dynamic behavior of 
a rotating, flexible disk/shaft system. Most previous work in nonlinear rotordy
namics has tended to concentrate separately on shaft vibration or on bladed disk 
vibration, neglecting the coupling dynamics between them. The current work ex
amines the important rotordynamic behavior of coupled disk/shaft dynamics. A 
simplified nonlinear model is developed for lateral vibration of a rotor system with 
a bearing clearance nonlinearity. The steady-state dynamic behavior of this system 
is explored using numerical simulation and limit cycle analysis. It is demonstrated 
that bearing clearance effects can produce superharmonic vibration that may serve 
to excite high-amplitude disk vibration. Such vibration could lead to significantly 
increased bearing loads and catastrophic failure of blades and disks. In addition, 
multivalued responses and aperiodic behavior were observed. 

Introduction 
Rotors for high-speed turbomachinery are designed to min

imize disk and blade vibratory failure. This is usually accom
plished by designing the disk and blades to be sufficiently rigid 
so that their natural frequencies are significantly above the 
operating speed. Such an approach is adequate when the pri
mary concern is synchronous excitation of resonant vibrations. 
However, there are excitation frequencies that are multiples 
of the rotor speed (from blade passages, for example) that 
may serve to excite high-amplitude disk vibration if they cor
respond with a resonant frequency of the disk. In addition, 
nonlinear structural effects are inherent in all turbomachinery. 
Bearing stiffnesses are typically modeled as bilinear springs, 
often with a deadband (zero restoring force for a finite dis
placement). Damper seals and bearings provide inherently non
linear damping and stiffness effects due to fluid compression. 
Nonlinear inertial terms (restoring forces proportional to ac
celeration) are also possible. Rubbing contact between rotor 
and housing is another source of nonlinearity. The contact is 
intermittent and frictional forces provide energy dissipation. 
Such nonlinear dynamics may excite dynamic responses not 
predicted by linear analyses and result in unexpected, high-
amplitude vibration and structural failure. The objective of 
the current work is to develop a better understanding of the 
complex interaction between flexible bladed-disk/shaft dy
namics and nonlinear interconnection forces. This research 
effort investigates the influence of bearing clearances (resulting 
in nonlinear rotor support forces) on the steady-state dynamic 
responses of a simplified rotor system. A simplified model is 
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logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
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Editor: L. S. Langston. 

developed to simulate the lateral dynamics of a rotor system 
with a flexible disk and support clearances. The rotordynamic 
behavior of this model is studied using nonlinear analysis tech
niques and numerical simulation. 

Background and Motivation 
Rotordynamic analyses are typically performed using models 

with rigid disks and blades. If excitations are of sufficiently 
high frequency so as to excite disk and blade vibration, such 
models are not adequate to predict dynamic responses. In 
addition, linearized analyses are commonplace in turboma
chinery design studies, as they are in many other fields of 
engineering. Linear analyses adequately predict the stability 
of responses for small perturbations about the nominal op
erating condition, but may be grossly inadequate for larger 
amplitude vibration and may completely ignore important dy
namic behavior, such as limit cycling, that is dependent on 
nonlinearities. 

There is a fairly large body of work documented in the 
literature concerning studies of disk flexibility on rotors and 
turbomachinery. A discussion of this previous work with re
gard to linear rotor systems is presented by Flowers and Ryan 
(1993). An excellent source for a comprehensive review of work 
in this area is presented by Davis (1989). 

Nonlinearities can greatly affect rotordynamic responses. 
There has been considerable work in this area with regard to 
shaft dynamics. A few of the ones that have significantly in
fluenced this work will be discussed. Black (1968) conducted 
an experimental investigation of the interaction of rotor whirl
ing with stator vibrations. Loewy and Piarulli (1969) described 
a number of nonlinear effects that can significantly affect 
rotordynamic responses. This text serves as an excellent source 
of information on studies of nonlinear rotordynamics. Begg 
(1974) discusses the effects of friction on the whirl stability of 
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Force 

Displacement 

Fig. 1(a) Deadband nonlinearity 

Fig. 1(6) Bearing model with deadband nonlinearity 

a rotor system. Muszynska (1984) studied full annular rub due 
to rotor/seal contact and described the resulting synchronous 
self-excited excitations that occur. Muszynska (1968) investi
gated the nonlinear phenomena of oil whirl and oil whip in 
rotor bearing support systems and concluded that significant 
stability problems can occur due to the self-excited responses 
that result. She has also examined material nonlinearities, geo
metric nonlinearities, shaft/housing rub, nonlinear support 
stiffness, and nonlinear damping effects. Padovan and Choy 
(1987) investigated the nonlinear dynamic behavior excited by 
blade-casing rub interactions. They noted the lack of work in 

this area that addresses the complete global dynamics during 
rubbing. 

A critical issue with regard to bearing supports is the presence 
of clearances in the bearings. Such clearances produce non
linear bearing forces that can significantly influence rotor-
dynamic behavior. A typical model for such behavior is shown 
in Fig. 1(a). The bearing force acts as a linear spring with a 
deadband region. For displacements below the deadband 
threshold, the restoring force is zero. A schematic diagram for 
the bearing model used in this study is shown in Fig. 1(b). 

Much of the work in the field of nonlinear rotordynamics 
has concentrated on rotor models with rigid disks and blades. 
These studies have typically emphasized shaft dynamics and 
neglected coupling between the dynamics of the bladed disks 
and the shaft. Nonlinearities can serve to excite subharmonic 
and superharmonic responses that cannot be predicted by linear 
analyses. If the natural frequency associated with disk vibra
tion is at or near a multiple of the rotor speed, such an ex
citation may result in severe oscillations and increased bearing 
loads. Such a concept agrees well with the work of other re
searchers in this field, most notably Chivens and Nelson (1975) 
and Klompas (1983). They noted that disk flexibility appears 
to have little influence on rotor critical speeds but that it may 
significantly impact system natural frequencies. So, it is im
portant to assess under what conditions nonlinear effects are 
important and the best techniques for predicting such behavior. 

Simulation Study 
The present research effort is concerned with the dynamic 

responses of rotating, flexible disk/shaft systems. A simulation 
study was undertaken to evaluate the influence of bearing 
clearance on the steady-state vibration of coupled rotor shaft/ 
disk systems. The results are confirmed at selected points by 
numerical integration of the governing differential equations. 

Equations of Motion. Due to the complexity of a full-scale 
rotor model and the desire to vary the system parameters easily, 
a simplified model is used in this study. A model was developed 
that captures the essential dynamic characteristics of coupled 
rotor/disk vibration that are of interest in this study. This 
model is similar to the Jeffcott rotor model except that a model 
for lateral disk flexibility has been added to the structure. A 
schematic diagram of the simplified rotor-disk model is shown 
in Fig. 2. Models consisting of a rigid ring elastically coupled 
to a rigid hub have often been used to study disk flexibility 
effects. The fundamental dynamics of the present model are 
quite similar and it lends itself more readily to increased disk 
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Fig. 2 Simplified flexible disk rotor model 

complexity for future work. The equation development for 
this model is based upon the following considerations: 

1 The disk is modeled as a collection of four equally spaced 
mass elements connected to a central hub by linear springs 
(see Fig. 2). The rigid central hub simulates the shaft/disk 
interconnection. 

2 The hub is restricted to rotational motion. 
3 The motion of the central hub is restrained by rotational 

springs, which represents the bearing forces. 
4 The rotor speed is constant. 
5 The disk motion is assumed to be asymmetric around the 

circumference of the disk. For this development, this as
sumption means that Z\ = — Zi and z2= - ZA- This type of 
motion results in responses that transmit a moment to the 
shaft through the disk/shaft interconnections and thereby 
assures that the disk motion and shaft motion are coupled. 

The rotor system is allowed to rotate about the z axis. The 
other degrees of freedom, X\, x2, x3, and x4 will be considered 
to be infinitesimal quantities of order 1. In the equations of 
motion, the length dimensions for this development are scaled 
by e, the imbalance eccentricity. Time is scaled by the rotor 
speed, Q. 

The equations of motion that result are: 
, , 1 * 1 

x\ --m2lx-> +-mnx2 • Hl2l * 4 

+ W > ' -Fy = Fe cos (Qt) (la) 

„ 1 „ 1 
x2 —z m2\ xA -- m-n xx +m2l x3 

+ 2k^X2-Fz = Fesin(Qf) (lb) 

- 4m20 X\ + x3 - %m20 x2 + 2*4 - x3 

+ 2?3^4+^2x3 = 0 (Ic) 

- 4w20 x2 + x4 + Sm20 x, - 2x3 - x4 

+ 2f4-^x ) +^fx ) = 0 (Id) 

where 

F.= m 
2m, 

Fy=~«V^4, 
X\ 

yjx]+x\ 
x2 

0 = 1 if \Jx\ + x\ > d 

0 otherwise 
N 

X3=YJ
 Z> C0S (Qt+ti) 

/ = 1 

N 

x 4 = 2 zi sin (Ut+\pi) 
i=l 

It is important to note that the influence of bearing clearance 
in producing subsynchronous or supersynchronous responses 
is canceled for rotors with isotropic supports and no gravi
tational effects and with response amplitudes greater than the 
bearing clearance. This can be clearly seen by examining the 
equations for bearing support forces, Fy and Fz, shown above. 
First, assume that x\ = «i cos (QO and x2 = a\ sin (Qt) as would 
be expected for a rotor with isotropic supports (A! = A2). Also, 
assume that a\ > d so that 0 = 1. Substitution of these expres
sions into the equations for Fy and Fz results in 

•X ! ( f l ' 
- d) cos (00 

and 

Fz=--2(al-d)sin(Ut) 
A i 

These expressions are now linear in terms of cos (Qt) and 
sin (Qt). So, no subharmonic or superharmonic components 
are produced. 

Analysis Technique. Of interest in this study is the inves
tigation of steady-state responses for the above system of equa
tions. This work will be concerned primarily with periodic 
motions. An appropriate analysis technique in this regard is 
the harmonic balance method (HB). To apply the harmonic 
balance method, the steady-state responses associated with 
Eqs. (1) and the nonlinear bearing forces, Fy and Fz, are as
sumed to have the form: 

Xj= ^ (aji c o s (kjQt) + bjj sin (kflt) 
/ = i 

(7=1,2,3,4) 
N 

Fy=^j (gn cos (kjQt) + hu sin (k/Qt) 
; = i 

N 

*i = X (to c o s (*#0 +*2/ sin (km 

(2a) 

(2b) 

(2c) 

Substitution of Eqs. (2) into the equations of motion, Eqs. 
(1), and equating all the trigonometric terms leads to the fol
lowing nonlinear algebraic equations in matrix form: 

where: 
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Table 1 Nominal parameter values for simulation studies 
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Rearrangement of Eq. (3 ft) yields: 

P2i=-Dr[QPu (4) 

Substituting the above expression for /^/into Eq. (3a) results 
in the following expression: 

(Ai-BiDf'OPu-Qi-F^O ( / = ! N) (5) 

Equation (5) is a nonlinear algebraic equation in terms of 
the unknown constants associated with the assumed responses. 
Q is a nonlinear function of P^ In this study, a Newton-
Raphson algorithm is used to solve Eq. (5) for the unknown 
constants. 

Parameter Variation Studies. A number of computer sim
ulation studies were performed using the model described 
above. Parameter variation studies were performed for varied 
disk stiffnesses and for varied bearing clearances. In order to 
avoid excessive cluttering of the figures with parametric plots, 
typical results from each study will be presented and discussed. 
The nominal parametric configuration that was selected for 
the model is shown in Table 1. The parameters selected for 
the example cases are thought to be representative values that 

Parameter 
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m 2 i 

m 3 i 
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& > $i 

d 
Fe 

Value 
1.0 
2.0 
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0.16 
0.01 
0.01 
0.01 

0.0, 0.5, 1.0 
0.25 

X 
«f 

-a 
a 

a. 

(d=1.0, wi = 1.0, W3 = 2.0) 

rigid disk 

1.2 1.4 1.6 1.8 

Rotor Speed, f l 

Fig. 3(a) 1/212 component of rotor response 

are practical for turbomachinery. In particular, the ratio of 
disk frequency to rotor frequency is 5.0 for the results presented 
herein. The ratio is a quite reasonable value for a practical 
rotor system. 

Figures 3(a)-3(c) show the predicted responses for the xy 

body motion for the rotor model with a rigid disk (o>3 = 00) 
and with a flexible disk (co3 = 5.0) from the harmonic balance 
analyses for d= 1.0. Figures 4(a)-4(c) and 5(a)-5(c) show the 
predicted responses for the xx and x3 motion for three values 
of bearing clearance (e?=0.0, 0.5, and 1.0). For all cases, sim
ilar behavior is observed for the x2 body motion (to the x, 
motion) and for the xA disk motion (to the x3 motion), except 
that the response amplitudes are different due to the noniso-
tropic supports. For all the cases presented here, the frequency 
content is assumed to consist of 1/20, 1Q, 30, and 50 com
ponents. The 50 components are small for all cases and will 
not be discussed further. 

Examination of Figs. 3, 4, and 5 indicates that dual-valued 
responses exist for much of the operating range for rotor speeds 
below about 1.6. It should be emphasized that, for the 1/20 
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Fig. 4(D) 1fi component of rotor response 

plots, a zero component comprises the corresponding dual 
response curve for Figs. 3(a), 4(a), and 5(a). 

This research effort is concerned with both coupling between 
disk and shaft motion and with the influence of bearing clear
ance. A relevant question in this regard concerns discerning 
between which motion is due primarily to disk flexibility, which 
is due primarily to nonlinear effects, and which is significantly 
influenced by both effects. Examination of Figs. 3 (a, b), A(a, 
b), and 5(a, b) indicates that the l/2fi and lfi components are 
primarily influenced by nonlinear effects. Figures 3(a, b) in
dicate that lateral disk flexibility has little effect on the l/2fi 
and Q components of the rotor responses. Only at high rotor 
speeds are any significant variations observed between the 
curves for rigid and flexible disk responses. In addition, the 
1/2Q disk component (from Fig. 5a) is an order of magnitude 
less than the corresponding rotor component. However, sig
nificant variation in response amplitude is observed as the 

bearing clearance, d, is varied for Figs. A(a, b) and 5(a, b). 
The case d= 0.0 represents the fully linear case, for which only 
1Q responses occur. 

Figures 3(c), 4(c), and 5(c) are a bit more interesting. Ex
amination of these figures indicates that the 3fi component 
responses consist of two types. The first type of motion occurs 
for rotor speeds less than about 1.0 and is represented by the 
upper curves for this speed range in Figs. 3(c) and 4(c). These 
responses are primarily influenced by nonlinear effects, with 
disk flexibility having little impact. Indeed, little disk vibration 
occurs in this region, as seen from Fig. 5(c). The second type 
of motion is a combined motion of disk and rotor and is 
represented by the curves that peak sharply at 0=1.3. This 
motion consists of severe disk vibration and relatively moderate 
amplitude rotor vibration. Note that such supersynchronous 
motion would not occur without the presence of the nonlinear 
bearing effect. Physical understanding of this behavior is quite 

Journal of Engineering for Gas Turbines and Power APRIL 1993, Vol. 115/283 

Downloaded 02 Jun 2010 to 171.66.16.121. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 

1.0 1.5 

Rotor Speed, fi 
Fig. 4(c) 3(1 component of rotor response 

Rotor Speed, fl 
Fig. 5(b) 1ii component of disk response 

1 

1.2 1.4 1.6 

Rotor Speed, fi 
Fig. 5(a) 1/2S! component of disk response 

1.8 

X 

i 

0.0 

(ws=5.0, wx = 1.0, Wa = 2 

d-0.5 
d=1.0 

i i • ' • ^ — i 

.0) 

-

0.5 1.0 1.5 

Rotor Speed, (1 
Fig. 5(c) 30 component of disk response 

2.0 

straightforward. The parametric configuration is such that the 
3Q responses serve to excite the disk resonance at a rotor speed 
of about 1.3, which in turn excites significant rotor vibration. 

A first interpretation of the dynamic behavior of the sim
plified model might lead one to conclude that disk flexibility 
does not have a practical impact on rotordynamical responses. 
After all, the amplitude of the 30 component is, in general, 
an order of magnitude less than the 1/2Q and ft components. 
For certain rotor speeds, it is indeed true that the contribution 
to the total response of the supersynchronous components is 
completely overshadowed by the contributions of the syn
chronous and subsynchronous components. This type of be
havior occurs for rotor speeds below 1.0. However, for other 
rotor speeds, the supersynchronous components can play a 
very important role. For example, interesting responses occur 
at 0 » 1.3. The responses consist of two possible limit cycles. 

Time traces for the x{ motion are given in Figs. 6(a) and 6(b). 
Both limit cycle responses are stable (as shown by numerical 
simulation) and are excited by different initial conditions. Fig
ure 6(a) shows a high-amplitude limit cycle (for xt) associated 
with a frequency of l/2fi. The disk interaction for this response 
is relatively small. A second limit cycle of lower amplitude is 
associated with the frequencies of 0 and 3fl. This response 
shows quite a bit of disk/shaft interaction and is very depen
dent on the disk flexibility. The importance of disk flexibility 
in this particular response can be seen by comparing Figs. 6(b) 
and 6(c). Figure 6(c) represents the rigid disk rotor response 
corresponding to the flexible disk rotor response shown in Fig. 
6(b). The response amplitude for the rigid disk model is ap
proximately 50 percent of that of the flexible disk rotor model. 

In addition to the periodic motion discussed above, aperiodic 
motion has been observed by other investigators in the field 
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Fig. 7(a) Aperiodic rotor response (d= 0.5, u3 = 5.0, ft = 0.9) 

of nonlinear rotordynamics, most particularly by Kim and 
Noah (1990). The harmonic balance analyses are based on the 
assumption that the frequencies of the steady-state responses 
are integer multiples of the rotor speed. In general, this as
sumption appears to be quite accurate, with close agreement 
between the predicted behavior and numerical simulation re
sults. However, it is well known that nonlinear dynamic sys
tems may exhibit multiple responses for identical parametric 
configurations (as discussed above for the dual-valued re
sponses). Which response actually occurs depends on the initial 
conditions of the system. The rotor model used in this study 
exhibits aperiodic behavior in addition to the periodic re
sponses discussed earlier. Figure 7(a) show a typical aperiodic 
response associated with the Xj motion and Fig. 1(b) displays 
the frequency content for this behavior. The frequency content 
has a strong component at lfl, but it also is a near continuum 
for frequencies between 0 and about 2.0. 

Conclusion 
This study has investigated the influence of bearing clearance 

on coupled shafe/disk lateral vibration for a simplified rotor 
model. Of primary concern in this study were responses that 
have frequencies that are integer multiples or divisors of the 
rotor speed. Synchronous responses, subsynchronous re
sponses of 1/212, and supersynchronous responses of 3fi and 
50 were all observed. In addition, some responses were ob
served in numerical simulation that are aperiodic and appear 
to verge on chaotic behavior. 

This study has served to demonstrate that disk flexibility 
can contribute significantly to rotordynamic vibration for sys
tems in which there is clearance in the rotor supports. Of 
particular importance is the demonstrated possibility of in
creased bearing loads due to flexible disk/shaft lateral inter
action. 
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The following results were observed: 
1 It was demonstrated that bearing clearance effects can 

produce superharmonic vibration that may serve to excite high-
amplitude disk vibration. Such vibration could lead to signif
icantly increased bearing loads and catastrophic failure of 
blades and disks. 

2 Multivalued responses were observed. Thus, several types 
of responses may be possible for identical parametric config
urations. 

3 Responses with frequencies of 1/2Q and Q were observed 
for both the rigid disk rotor model and the flexible disk rotor 
model for the complete rotor speed range. 

4 Responses with frequencies of 30 were observed for the 

flexible disk rotor model for the complete rotor speed range. 
Significant 30 responses were observed for the rigid disk rotor 
model only for rotor speeds less than about' 1.0. 
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The Effect of Inlet Swirl on the 
Rotordynamic Shroud Forces in a 
Centrifugal Pump 
The role played by fluid forces in determining the rotordynamic stability of a 
centrifugal pump is gaining increasing attention. The present research investigates 
the contributions to the rotordynamic forces from the discharge-to-suction leakage 
flows between the front shroud of the rotating impeller and the stationary pump 
casing. In particular, the dependency of the rotordynamic characteristics of leakage 
flows on the swirl at the inlet to the leakage path was examined. An inlet guide 
vane was designed for the experiment so that swirl could be introduced at the leakage 
flow inlet. The data demonstrate substantial rotordynamic effects and a destabilizing 
tangential force for small positive whirl ratios; this force decreased with increasing 
flow rate. The effect of swirl on the rotordynamic forces was found to be desta
bilizing. 

1 Introduction 
In turbomachinery, the trend toward higher speeds and 

higher power densities has led to an increase in the number 
and variety of fluid-structure interaction problems in pumps, 
compressors, turbines, and other machines. This occurs be
cause the typical fluid forces scale like the square of the speed 
and thus become increasingly important relative to the struc
tural strength. This becomes particularly acute in rocket engine 
turbopumps where demands to minimize the turbopump mass 
may also lead to reductions in the structural strength. Con
sequently designers and manufacturers are concerned with the 
fluid-induced rotordynamic forces on impellers in turboma-
chines. Knowledge of the steady and unsteady forces and the 
associated rotordynamic coefficients is required to model the 
rotordynamics of high-speed turbomachines effectively. 

[XftVj 

U;ct)J 
= 

[F 1 

F 
_ oy_ 

+ [A*] 
|V(tfl 

[y\t)\ 
(1) 

The first term on the right-hand side represents the radial force 
in the absence of whirl motion, so that Fox, Foy are the steady, 
time-averaged forces in a stationary frame, which result from 
flow asymmetries in the volute or the inlet duct. These steady 
radial forces are discussed in detail elsewhere (Iverson et al., 
1960; Domm and Hergt, 1970; Chamieh, 1983; Chamieh et 
al., 1985; Adkins, 1986). The matrix [̂ 4*] is the rotordynamic 
matrix that operates on the instantaneous displacement \x*\ 
of the rotor center. Note that [A *] will in general be a function 
not only of the mean flow conditions and pump geometry but 
also of the frequency of whirl, fl. Outside the linear range, it 

2 Background 
Rotordynamic forces imposed on a centrifugal pump by the 

fluid flow through it were first measured by Domm and Hergt 
(1970), Hergt and Krieger (1969-70), Chamieh et al. (1985), 
and Jery et al. (1985). In the Rotor Force Test Facility (RFTF) 
at Caltech (Jery et al., 1985; Adkins and Brennen, 1988; Franz 
et al., 1989) known whirl motions over a full range of fre
quencies (subsynchronous, supersynchronous as well as reverse 
whirl) are superimposed on the normal motion of an impeller. 

The hydrodynamic force on a rotating shroud or impeller 
(see Fig. 1) that is whirling can be expressed in the stationary 
laboratory frame in linear form as: 

• Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992, Manuscript received by the International Gas 
Turbine Institute February 11, 1992. Paper No. 92-GT-126. Associate Technical 
Editor: L. S. Langston. 

SHROUD ORBIT 

Fig. 1 Schematic of the fluid-induced radial forces acting on an impeller 
whirling in a circular orbit. F* and F'y represent the instantaneous forces 
in the stationary laboratory frame. F*„ and F,* are the forces normal and 
tangential to the whirl orbit where (I is the whirl frequency. 
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may also be a function of the amplitude of the whirl motion, 
e. At small, linear amplitudes [̂ 4*] should be independent of 
e and presented as a function of the whirl ratio fi/co, where co 
is the impeller rotation frequency. In the case of a circular 
whirl orbit x* = e cos Qt, y* = e sin Qt. Then the forces 
normal and tangential to the imposed circular whirl orbit are 
related to the matrix elements as follows: 

1 
F„(t)=-(AXX + Ayy)e 

1 
^ ( 0 = x ( - (2) 

The reader is referred to Jery et al. (1985) and Franz et al. 
(1989) for details. In the analysis that follows, the above equa
tions will be expressed in nondimensional terms. If in addition, 
[A] is to be rotationally invariant, then 

Axx — Av •-Fn 

-Ayx = F, (3) 

When it became apparent that leakage flows could contribute 
significantly to the rotordynamics of a pump, Childs (1989) 
adapted the bulk-flow model that was developed for the anal
ysis of fluid-induced forces in seals to evaluate the rotordy-
namic forces, F„ and Ft, due to these leakage flows. The mag
nitude and overall form of the model predictions are consistent 
with the experimental data. In the context of the present paper, 
Childs' theory yielded some unusual results, including peaks 
in the rotordynamic forces at particular positive whirl ratios. 
This phenomenon was tentatively described as a "resonance" 
of the leakage flow. Childs suggested that this unexpected 
phenomenon develops at small positive whirl ratios when the 
inlet swirl velocity ratio exceeds about 0.5. It remains to be 
seen whether such "resonances" occur in practice. Childs (1986) 
points out that a typical swirl velocity ratio at inlet (pump 
discharge) would be about 0.5 and may not therefore be large 
enough for the resonance to be manifest. There have been 

reports that SSME impellers fitted with antiswirl vanes in the 
leakage flow annulus have had noticeably different rotordy
namic characteristics (Childs et al., 1990a, 1990b). These re
sults were partly responsible for motivating the present inves
tigations of the dependency of the normal and tangential forces 
on the swirl at the inlet to the leakage path. 

3 Leakage Flow Test Apparatus 
A detailed -description of the test facility can be found in 

many of the references (Chamieh 1983; Adkins, 1986; Jery, 
1986; Franz et al., 1989), so only a brief description will be 
given here. The experiments were conducted in the Rotor Force 
Test Facility (RFTF), which was constructed to study fluid-
induced forces on an impeller whirling around the machine 
axis of rotation. The experimental objective was to impose 
well-controlled rotations and whirl motions on a very stiff 
impeller/shaft system and to measure directly the resulting 
force on the impeller. This is accomplished by the eccentric 
drive mechanism, which superposes a circular orbit on the basic 
rotation. The shroud is mounted on a spindle attached to the 
rotating force balance (Jery et al., 1985; Franz et al., 1989), 
which measures the forces directly on the shroud. The rotating 
dynamometer permits measurements of the rotordynamic force 
matrix due to the shroud fluid forces. The experimental ap
paratus sketched in Fig. 2 was designed and constructed to 
simulate the leakage flow along the shroud from the impeller 
discharge to the impeller inlet (Zhuang, 1989; Guinzburg et 
al., 1990a; Guinzburg et al., 1992). The clearance between the 
rotating shroud and the stationary casing can be varied by both 
axial and radial adjustment of the stationary casing. For the 
present experiment, the initial geometric configuration consists 
of a straight annular gap inclined at an angle of 45 deg to the 
axis of rotation. The schematic in Fig. 3 shows the clearance 
in the centered position when the centers of the shroud and 
the casing both coincide. In order to model losses in the flow, 
an adjustable seal ring was used (refer to Fig. 2). The face seal 
clearance in this experiment permits the pressure drop to be 
adjusted separately from the flow. 

Nomenclature 

[A*] 
[A] 

B 
C,c 

F*(t) 
F(t) 

FxM.fyt) 

Fx{t),Fy{t) 

F* F* 1 oxi 1 oy 

r oxt * oy 

F*n{t),Ft(t) 
F„(t),F,(t) 

H 
K,k 

L 
M, m 

rotordynamic matrix 
rotordynamic matrix, normalized by 

depth of inlet guide vane 
rotordynamic damping coefficients, nor
malized by pirwR\L 
hydrodynamic forces 
hydrodynamic forces, normalized by 
pitw2R.\Lt/R2 

lateral forces on the rotating shroud in the 
stationary laboratory frame 
lateral forces on the rotating shroud in the 
stationary laboratory frame, normalized 
by pwoi2RlLe/R2 

steady hydrodynamic forces 
steady hydrodynamic forces, normalized 
by pirui2R2L 

unsteady hydrodynamic forces 
unsteady hydrodynamic forces, normalized 
by p-wu2R\Lt/R2 

shroud clearance between rotor and casing 
rotordynamic stiffness coefficients, nor
malized by picoi2R2L 
axial length of the shroud 
rotordynamic inertial coefficients, normal
ized by pirR2L 

Q = 
R = 

Re^ = 

Rew = 

t = 
us = 
u„ = 

x*(t) = 
y*(t) = 

a = 

r = 

CO 

volume flow rate 
shroud radius 
axial flow Reynolds number based on ax
ial flow = 2HUs/v 
rotational Reynolds number based on tip 
speed = oiRyv 
time 
mean inlet meridional velocity of the fluid 
mean inlet swirl velocity of the fluid 
instantaneous displacement in the x direc
tion 
instantaneous displacement in the v direc
tion 
turning angle of the flow 
swirl ratio of fluid tangential velocity to 
rotor tip velocity = ue/o>R2 

offset or distance between the center of 
the whirl orbit and the center of the sta
tionary casing 
eccentricity or radius of the whirl motion 
dynamic viscosity of the fluid 
density of the fluid 
flow coefficient = 
Q/2wR2

2Hu 
rotor frequency 
whirl frequency 
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Fig. 2 Layout of the leakage flow test apparatus for Installation in the 
RFTF (Zhuang, 1989) 

Fig. 3 Schematic of the whirling shroud where S is the center of the 
stationary casing, R is the center of the rotating shroud, IV is the center 
of the whirl orbit along which R travels, WR = e is the eccentricity, and 
WS = d is the offset 

FRONT VIEW 

Fig. 4 Installation of the inlet swirl vane in the leakage flow test ap
paratus 

the rotor speed, u>R2, which resulted from the installed vane, 
was estimated to be given by 

r = 
we Q 1 l 

(5) 
oiR2 B 2irR2o) tan a 

The above relation implies that the flow discharging from the 
inlet swirl vane is parallel with that vane. However, we need 
to note that this was not confirmed by measurement of the 
inlet swirl velocity. It is also important to observe that the inlet 
swirl could not be varied arbitrarily as it depends on the leakage 
flow rate. Recalling that the flow coefficient, <j>, is given by 

<t> = Q/2-KR\Ho> (6) 

it follows that 

H 

</> fitana 
(7) 

Therefore the only way to vary the inlet swirl independently 
of the flow coefficient would be to vary the geometry of the 
inlet swirl vane. 

The flow through the leakage path is generated by an aux
iliary pump and the selection of flow rates through the leakage 
path was based on performance characteristics of a typical 
centrifugal pump. The shroud can be driven at speeds up to 
3500 rpm and a circular whirl motion with a frequency up to 
1800 rpm can be superimposed on the basic rotation. The 
eccentric drive mechanism permits testing with the amplitude 
of the whirl motion or eccentricity, e, adjustable from 0.000 
cm to 0.152 cm. Further details on the experimental equipment 
can be found in Guinzburg (1992). The results from these 
experiments will be presented nondimensionally by dividing 
the forces by piru>2RlLe/R2. 

As was mentioned previously, the inlet tangential velocity 
to the leakage path was shown by Childs (1989) to have an 
effect on the rotordynamic forces. Consequently, the effect of 
swirl was investigated by installing a device that was used to 
introduce prerotated fluid, in the direction of shaft rotation, 
at the shroud inlet. This was accomplished by constraining the 
flow in a logarithmic spiral channel. The inlet swirl vane was 
designed with sufficient solidity to create an isotropic inlet 
flow. The turning angle was chosen to be 2 deg and this allowed 
a range of swirl ratios, defined as the ratio of the inlet tangential 
velocity to the rotor velocity. Thus, as the leakage flow rate 
and therefore tangential velocity was increased, the swirl ratio 
could be increased for a fixed rotor speed. Various views of 
the device are shown Fig. 4. 

Assuming conservation of circulation and using a continuity 
relation, the swirl ratio, T, of the inlet swirl velocity, ue, to 

4 Experimental Results for Rotordynamic Forces 
Typical experimental measurements of the dimensionless 

normal and tangential forces, F„ and F„ will be presented in 
this section. The fluid medium in which the experiments were 
conducted was water. The rotordynamic results from the force 
balance measurements were obtained for different rotating 
speeds of 500, 1000, 2000 rpm, different rotating speeds of 
500, 1000, 2000 rpm, different leakage flow rates (zero to 50 
gpm), three different clearances, H, and two eccentricities, e. 
The range of rotational Reynolds numbers was 462 xlO 3 -
1851 x 103 and the range of axial flow Reynolds numbers was 
2136-8546. While the rotational Reynolds numbers for the 
experimental flows are clearly in the developed turbulent re
gime, it is possible that the axial flow Reynolds numbers were 
too slow for the kind of resonances predicted by Childs to be 
manifest. Data have already been presented for experiments 
performed without the inlet swirl vane so that the inlet swirl 
ratios are close to zero. They will be summarized here, but the 
reader is referred to Guinzburg et al. (1992) for greater detail. 
The effect of inlet swirl is the primary subject of this paper. 

The components of the generalized hydrodynamic force ma
trix that result when the impeller whirls in an eccentric orbit 
of 0.118 cm, at 1000 rpm, and a clearance of 0.140 cm are 
shown in Fig. 5. Note that the general form and magnitude 
of the data is very similar to that obtained for impellers by 
Jery (1986) and Adkins (1986) and to that from Childs' model 
in the absence of "resonance." One of the most significant 
features of these results is the range of positive whirl ratios 
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WHIRL RATIO, Q/© 
Fig. 5 Dimensionless normal and tangential forces for zero inlet swirl 
at 1000 rpm, for an eccentricity t = 0.118 cm, a clearance H = 0.140 
cm, offsets = 0, and various flow rates as follows: Of/s, 0.631 f /s , 1.262 
lis, 1.893 lis 

within which the tangential force is positive and therefore 
potentially destabilizing rotordynamically. 

From other experiments, the data were determined to lie 
within the linear regime of small eccentricities (note that the 
assumption of linearity was implicit in Eq. (1)). The Bernoulli 
effect on the normal force increases with increasing flow at 
both positive and negative whirl ratios. It would also appear 
that the positive tangential forces at small positive whirl ratios 
are smallest at the highest flow rate and therefore increasing 
the flow is marginally stabilizing. It seems that all the forces 
are roughly inversely proportional to the clearance, H. For the 
same eccentricity and two different clearances, the smaller 
clearance generates larger perturbations in the flow, which 
accentuate the acceleration in the fluid and increase the pres
sure differences. 

Figure 6 shows data taken for a wide range of swirl con
ditions. This set could be compared with the data obtained for 
Fig. 5, noting that increasing the flow coefficient in Fig. 6 also 
increases the swirl ratio. Figure 7 compares data without swirl 
at a flow coefficient of <j> - 0.078 to data with swirl (T = 
1.0). It can be seen that the effect of swirl is to increase the 
tangential force, thereby also increasing the range of whirl 
ratios for which there is a potentially destabilizing force. As 
the flow coefficient increases, the tangential force decreases. 
However, it should be noted that the flow coefficient is coupled 
to the swirl; therefore the swirl also increases. For the normal 
force, a decrease occurs with swirl for high positive whirl ratios. 
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WHIRL RATIO. D/w 
Fig. 6 Dimensionless normal and tangential forces with swirl at 1000 
rpm, eccentricity e = 0.118 cm, clearance H = 0.140 cm, offset 8 = 0, 
and various flow rates as follows: 0.3151 Is (r = 0.5), 0.6311 Is (T = 1.0), 
1.262 f /s (r = 2.0), 1.892 f /s (r = 3.0). The inlet swirl changes as the 
flow coefficient changes. 

So the effects of flow and swirl seem to act in competition. 
Clearly it would be interesting to examine the case where flow 
is increasing and the swirl is fixed, which would require con
struction of additional inlet guides. 

5 Rotordynamic Coefficients 
Conventionally, rotordynamicists represent the force matrix 

by subdividing into components that depend on the orbit po
sition (x, y), the orbit velocity (x, y) and the orbit acceleration 
(x, y). It is convenient for analytical purposes to evaluate these 
components by fitting quadratics to the experimental data. 
Athough the functional dependence of F„ on the whirl ratio 
is not necessarily quadratic nor is F, linear, it is nevertheless 
of value to the rotordynamicists to fit the data of the figures 
from the previous section to the following expressions: 

Fn = M(^\-c["\-K 

F,= +m -C + k (8) 

where M, C, c, K, k are the dimensionless direct added mass 
(M), direct damping (C), cross-coupled damping (c), direct 
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Fig. 7 Comparison of the dimensionless normal and tangential forces 
with and without inlet swirl at 1000 rpm, an eccentricity t = 0.118 cm, 
clearance H = 0.140 cm, offset S = 0, and flow rate of 0.631 t Is. The 
inlet swirl is I' = 1.0. 

stiffness (K), and cross-coupled stiffness (k). The cross-coupled 
added mass (m) will be omitted for simplicity, since a linear 
fit for F, is adequate. From a stability point of view, the 
tangential force is most interesting; a positive cross-coupled 
stiffness is destabilizing because it drives the forward orbital 
motion of the rotor. Positive direct damping and negative 
cross-coupled stiffness are stabilizing because they oppose or
bital motion. 

Various effects such as speed, eccentricity, shroud clearance, 
and seal clearance have already been discussed in a separate 
paper (Guinzburg et al., 1992). To summarize, a large negative 
stiffness results in a positive normal force, which would tend 
to increase the radius of the orbital motion; increasing the 
leakage flow increases this force. On the other hand, a positive 
cross-coupled stiffness is destabilizing because it drives the 
forward orbital motion of the rotor so as to encourage whirl. 
Increased leakage flow is stabilizing in that the tangential force 
decreases with leakage flow. Direct damping decreases slightly 
with flow and would therefore be less stabilizing since the 
tangential force increases. Below a flow coefficient of 0.7, 
direct damping is negative, so it would seem to encourage whirl. 
At higher flow rates, direct damping begins to increase, which 
would decrease the tangential force. However, these flow rates 
are not particularly meaningful as far as leakage flow rates in 
real pumps are concerned. The cross-coupled damping de
creases slightly and the added mass term increases with flow, 

wild inlet swirl 

no inlel swirl 

FLOW COEFFICIENT, * 

Fig. 8 Rotordynamic coefficients showing the effect of inlet swirl as 
a function of flow coefficient for 1000 rpm and an eccentricity of 0.118 
cm 

thus contributing to a larger normal force. In other words, 
inertial motion would discourage orbital motion of the impeller 
but drive the impeller in the direction for displacement. It is 
interesting to note that at higher flow rates, the trend of the 
added mass also changes. 

The results were obtained for a range of shaft speeds from 
500 rpm to 2000 rpm and shown to be independent of speed. 
Also, the effect of eccentricity has little effect on the nor
malized rotordynamic coefficients. The effect of the clearance 
between the rotating shroud and the stationary casing on the 
rotordynamic coefficients for three clearances was also ex
plored and the normalized coefficients were shown to be roughly 
inversely proportional. Rotordynamically speaking, a smaller 
force is generated with a larger clearance. The effect of in
creasing the seal clearance indicated that wear of the seal is 
rotordynamically destabilizing. 

6 Inlet Swirl Effects 
The effects of inlet swirl velocity are presented in Fig. 8. 

Neither the direct stiffness nor the direct damping change sub
stantially with the addition of swirl. However, the cross-cou
pled damping and hence the magnitude of the normal force 
increase with the addition of swirl. The cross-coupled stiffness 
and therefore the tangential force also increase. Thus, reducing 
the swirl to the flow would be stabilizing. 

The data obtained in the present study show that the effect 
of inlet swirl is to increase the tangential force, thereby also 
increasing the range of whirl ratios for which there is a po
tentially destabilizing force. However, inlet swirl seems to de
crease the normal force at high positive whirl ratios. The effects 
of swirl are in contrast to the effects of increasing the leakage 
flow, which cause a decrease in the normal force and an in
crease in the tangential force. Clearly it would be interesting 
to examine the case where flow is increasing and the swirl is 
fixed. This would require construction of additional inlet swirl 
vanes. 
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Fig. 9 Whirl ratio with and without the inlet swirl vane for eccentricity, 
E = 0.118 cm, speed 1000 rpm, clearance, H = 0.140 cm, and offset, 6 
= 0, as a function of flow coefficient 

The test results of Childs et al. (1990a, 1990b) also dem
onstrated the favorable influence that a swirl brake has in 
reducing the seal destabilizing forces. Benckert and Wachter 
(1980) originally showed that a swirl brake, which reduces the 
inlet tangential velocity, would also reduce the cross-coupled 
stiffness. In earlier experiments on smooth seals by Childs et 
al. (1988), the direct damping was shown to be relatively in
sensitive to changes in inlet swirl, while the cross-coupled stiff
ness was shown to increase with swirl. The only result that is 
different is for the direct stiffness of smooth seals, which shows 
a slight increase with swirl. 

7 Rotordynamic Stability 
The cross-coupled coefficient, k, and the direct damping 

coefficient, C, are important considerations with regard to 
rotordynamic stability; k and C oppose each other in trying 
to destabilize/stabilize the rotor. A convenient measure of the 
stability is the ratio of cross-coupled stiffness to direct damping 
k/C, which would estimate the whirl ratio at which the force 
would no longer be destabilizing. For circular synchronous 
orbits, it provides a ratio between the destabilizing force due 
to k and the stabilizing force due to C. Thus, reducing the 
ratio of k/C improves the stability of the rotor system. 

Figure 9 shows the effect of swirl on the whirl ratio. The 
tangential velocity of the bulk flow will clearly decrease as the 
flow increases. It can be seen that as the flow increases, the 
whirl ratio decreases. This trend agrees with Childs et al. (1988) 
wherein the whirl frequency ratio decreases as the swirl de
creases. While the present experiment involves a different ge
ometry from the bearing model, the whirl frequency ratio 
k/C is of the same order of magnitude as the heuristic proposal 
that Crandall (1982) applied to the Sommerfeld bearing model. 

8 Conclusions 
A review of the existing experimental and analytical results 

shows that the discharge-to-suction leakage flow in a centrif
ugal pump can contribute substantially to the fluid-induced 
rotordynamic forces for that turbomachine. This motivated 
the current experimental study of leakage flows between the 
shroud and the stationary casing of a centrifugal pump and 
their rotordynamic effects. The focus was to investigate the 
dependency of the normal and tangential forces On the swirl 
at the inlet to the leakage path. Experimental results for sim
ulated leakage flows of rather simple geometry have been pre

sented for different whirl frequencies and flow rates. As with 
previous results for impellers, the forces scaled with the square 
of the rotor speed. The functional dependence on whirl fre
quency to rotating frequency ratio (termed the whirl ratio) is 
very similar to that measured in experiments and to that pre
dicted in the theoretical work of Childs. 

The effect of swirl is to increase the tangential force, thereby 
also increasing the range of whirl ratios for which there is a 
potentially destabilizing force. Thus reducing the swirl to the 
flow would be stabilizing. As for the normal force, swirl seems 
to decrease the force at higher positive whirl ratios. The effects 
of swirl are in contrast to the effects of increasing the leakage 
flow, which cause a decrease in the normal force and an in
crease in the tangential force. Clearly it would be interesting 
to examine the case where flow is increased while the swirl 
remains fixed. This would, however, require the construction 
of additional inlet guides. Finally, experiments that included 
the addition of a wide range of prescribed inlet swirl ratios 
showed none of the "resonances" predicted by Childs. 
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Investigation of the Vibration of a 
Blade With Friction Damper by 
HBM 
The friction damper has been widely used to reduce the resonant vibration of blades. 
The most commonly used methods for studying the dynamic behavior of a blade 
with a friction damper are direct integration methods. Although the harmonic bal
ance method (HBM) is a well-known method for studying nonlinear vibration 
problems, generally only a one-term approximation has been proposed to study the 
nonlinear vibration of a frictionally damped blade. In this work, a HMB procedure 
with a multiterm approximation is proposed. The results show that the steady-state 
response and other related behavior of a frictionally damped blade can be predicted 
accurately and quickly by an HBM with a multiterm approximation. 

Introduction 
The friction damper has been widely used to reduce the 

resonant vibration of blades. In the past, many works have 
been done to investigate the dynamic behavior of a blade with 
a friction damper either by the macroslip approach (Griffin, 
1980; Srinivasan and Gutts, 1986; Wang and Yau, 1990) or 
by the microslip approach (Menq et al., 1986a, 1986b). Gen
erally, the steady-state nonlinear forced vibration of a blade 
was investigated by direct time-step integration with iterative 
process. It is very time consuming because the decay of the 
transient vibration generally is very slow. Although the har
monic balance method (HBM) is a well-known method to study 
the nonlinear vibration problems, usually only the HBM with 
one-term harmonic was used to investigate the harmonic forced 
vibration of a blade with a friction damper (Menq and Griffin, 
1985). This is due to the difficulty that the nonlinear friction 
force is dependent on the stepwise stick-slip motion, which is 
not known in advance. As a consequence, the number of si
multaneous algebraic equations found from the HBM is less 
than the number of unknowns if the response is assumed to 
consist of many harmonic terms. The slowly varying parameter 
method has also been used to study the harmonic response of 
a blade with a friction damper (Sinha and Griffin, 1984). 
However, only one term of harmonic has been considered in 
that work. A modified HBM with a multiharmonic approxi
mation has been proposed by Pierre et al. (1985) to investigate 
a dry friction damped system. The method is also known as 
incremental harmonic balance (IHM). However, the IHB 
method is no more efficient than direct numerical integration 
when the number of harmonics is increased. Besides the IHB, 
an alternating frequency/time (AFT) method (Cameron and 
Griffin, 1989) can also accommodate multiple harmonics for 

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute January 16, 1992. Paper No. 92-GT-8. Associate Technical 
Editor: L. S. Langston. 

the study of a dry friction problem. However, the method has 
to switch the calculation alternately in frequency and time 
domains. Besides, the aliasing and leakage problems also must 
be handled carefully. 

The traditional HBM due to its simplicity has been widely 
accepted in the past. However, as mentioned, it is difficult to 
apply the traditional HBM with multiple harmonics to inves
tigate the vibration of a dry friction damped blade. In this 
work, a method was developed to overcome the difficulty when 
the HBM with many harmonic terms was used. Some extra 
constraint equations were found to supplement the algebraic 
equations found from the traditional harmonic balance method. 
The accuracy and the computational time from the multiterm 
HBM were compared with the results from the direct time 
integration. 

Analysis 
As mentioned, two different friction models, i.e., macroslip 

and microslip approaches, have been proposed in the past. 
Generally speaking, the microslip approach can provide more 
accurate results only when the normal preload of the damper 
is high, and at the expense of higher computational effort, as 
discussed by Menq et al. (1986a) and Wang and Shieh (1991). 
Therefore, the macroslip approach was adopted in this work. 

A typical single blade with a massless, flexible, blade-to-
ground friction damper is shown in Fig. 1. If the blade is 
discretized by the finite element method, then the equation of 
motion of the blade can be written as: 

[M\{X}+[C]{X] + [K]{X) = {F} + {Fn) (1) 
where {X} is the generalized displacement vector; [M], [C], 
and [K] are the mass, damping, and stiffness matrices; {F} 
and {Fn J are the linear external force and the nonlinear friction 
force vectors. If only a one-mode approximation is used to 
investigate the response of the blade near a resonance fre
quency, then the blade of Fig. 1 can be approximated by a 
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BLADE = *o = 0 

Fig. 1 Schematic of a single blade with a friction damper 
Fig. 3 Frictional damping loop, friction force versus the response (one-
term approximation) 

f0COSWt 

Fig. 2 Model of one-degree-of-freedom system 

single degree of freedom system, as shown in Fig. 2. The 
equation of motion of the single-mode model can be written 
as 

mx + ex + kx =f—fn (2) 

where / is the external excitation force and /„ is the friction 
force due to the friction damper. N, /x, and kd in Fig. 2 represent 
the normal preload, the friction coefficient of the friction 
damper, and the stiffness of the damper in the direction of 
relative motion, respectively. According to the macroslip ap
proach, the friction force, f„, can be expressed as 

( + kd{x-y) when kd\x-y\<y.N 
]^ +liNsign(y) when kdlx-y\>fiN 

where y is the displacement of the friction damper, as shown 
in Fig. 2. If the external excitation force is a simple harmonic 
force f=fo x cos wt, the steady-state solution of Eq. (2) can 
then be found by the harmonic balance method (HBM). In 
the following section, the one-term, two-term, and multi-term 
approximations will be discussed separately. 

One-Term Approximation. According to the HBM the 

steady-state solution of Eq. (2) can be expressed as a Fourier 
expansion, 

x= ^TJ [Ajcos (iwt) +-B,-sin (iwt)} 
i ' = i 

(4) 

In this section, only a one-term approximation will be used, 
i.e., 

x=At cos wt + Bt sin wt 

= Alcosd + Blsm9_ = Rcosd (5) 

where 9 = wt and 0 = w/ - </>. The angle <$> is the phase difference 
between the external excitation force and the response. Ac
cording to Eq. (5) the angle 9 should be equal to zero when 
the response is maximum, R. A typical relationship between 
the response and the friction force is shown in Fig. 3. The 
damper is in stick and slip conditions during the AB and BC 
sections, respectively. Then the velocity of the damper, y (in
dicated in Fig. 2), should be: 

fO whenO<0<0* 
(6) y = x when 0*<0S7r 

From Eq. (6), one has 

(x + c2 

whenO<0<0* 

when 0*<0<ir 
(7) 

The two constants cx and c2 can be determined by the analysis 
in what follows. During the stick section, the friction force is 
equal to zero when x is equal to>>. According to Fig. 3,/„ = 0 
(the middle point of line AB), when x is equal to R - fxN/kd. 
In other words, one finds that c\ = R - nN/kd. During the 
slip section, the difference between x and y is held constant, 
i.e., c2 which is the horizontal distance between point B and 
the middle point of line AB in Fig. 3. Then one can find that 
c2 = fiN/kd. From Eq. (3), the friction force can then be 
expressed as: 

fn = kd(x-y) 
= kd(x-R)+nN, whenO<0<0* (8«) 

(8b) 
fn = ltNsign(y) 

= liNsign (x) = -nN, when0*<0<ir 
Equation (8a) should be equal to Eq. (&b) when 6 = 9*, then 
one has 

6* = cos~x{\ -2fiN/(kdR)] (9) 
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Because the response is assumed to be a simple harmonic form, 
the response cycle can be divided into two symmetric half 
cycles, i.e., the half cycle ABC is equal to the other half cycle 
CD A in Fig. 3. So, one can find that 

/„(» + * ) = - / „ ( » ) , O < 0 < T T (10) 

With Eqs. (8) and (10), the friction force can be expanded by 
Fourier series, and only the first harmonic term is kept, 

/ „ (0)=F c cos0 + Fssin0 (11) 

with 

Fc= ( -kdR/Tr)[d* -0.5sm(2d*)} 

Fs = ( - V V / T T ) [ 1 - pN/ (kdR) ] 

Substituting Eqs. (5) and (11) into Eq. (2) and separate the 
coefficients of cos0 and sin0, one has: 

or 

\(k-

(k-mw2)R+Fc=f0cos<f> 

cwR - Fs = / 0 sin </> 

mw2)R + FC]2+ [cwR - F J 2 = / 0
2 

<t> = sin">[(cwR-Fs)/f0] 

(12a) 

(12b) 

(12c) 

(12rf) 

Equations (12c) and (12c/) are nonlinear equations with two 
unknowns R and <j>, which can be solved by the traditional 
Newton-Raphson method. In practice, only the unknown R 
needs to be found by iteration; the angle <j> can be obtained 
directly from Eq. (12c?) providing the R is known. The response 
is then known from Eq. (5). The one term approximation is 
not the target of the present work; however, it may provide 
valuable information for multiterm approximation. 

Two-Term Approximation. From the result of the direct 
time integration, it is known that the steady-state response of 
the system in Fig. 2 contains only the odd harmonic compo
nents of the external excitation force. Therefore, if a two-term 
approximation is assumed, according to Eq. (4), the response 
can be written as 

x=Ai cos w t + Bx sin wt + A3 cos 3 wt + B3 sin 3 wt 
(13) 

= y4icos0 + j8isin0+yl3cos30 + 53sin30 

Let the maximum value of x be denoted by Am and the cor
responding 0 be denoted by 0O, as shown in Fig. 4. Point B in 
Fig. 4 is the slip impending point, and the value of 0 at this 
point is indicated by 0*. In a manner similar to the one-term 
approximation, the friction force during the stick portion (line 
AB) can be expressed as 

f„ = kd(x-A,„) + fiN 

= kalA1(cos6-cosd0) + Bi(sm6 — smd0) + A3(cos36_-cos38o) 

+ 53(sin30-sin30o)] + /JV, when 0O<0<0* (14) 

During the slip portion, the friction force is 

/ „ = -iiN, when0*<0<7r + 0o (15) 

So far, 0O and 0* are unknown. This is the main difference 
between the one-term and the multiterm approximations. How 
to determine these unknowns will be discussed later. With Eqs. 
(14) and (15), the friction force can be expanded as a Fourier 
series; however, only the first two terms are kept, 

f„ = Fcl cos 6+Fsl sin 6+ Fcicos 36+ Fs3sin36 (16) 

The coefficients -Fcl, Fsl, Fc3, and Fs3 can be found in the 
appendix. By substituting Eqs. (13) and (16) into Eq. (2), and 
setting the coefficients of cos0, sin0, cos 30, and sin 30 equal 
to zero, one has 

(k-mw^Ai + wcBi-fo + Fc^O . (17) 

(k-9mw2)A3 + 3wcB3 + Fc3 = 0 (18) 

{k-mw2)Bl-wcAl+Fsl = Q (19) 

Fig. 4 Frictional damping loop, multiterm approximation 

(k-9mw2)B3-3wcA3+Fs3 = 0 (20) 

Because the FcU Fsi, Fc3, and Fs3 are functions of 0O and 6* 
which are unknown, the four equations Eqs. (17)-(20) have 
six unknowns, i.e., Au Biy A3, B3, 0O and 0*. So, one must 
find other equations to supplement Eqs. (17)-(20). The re
sponse x is maximum (with value A,„) when 0 = 0O. Thus, the 
following equations should be satisfied: 

dx 
— = - A i sin 0O + -Si cos 0O 
at 

dt2 

- 3A3 sin 30o + 353 cos 30O = O (21) 

-^4icos0o-i?isin0o 

- 9A 3 cos 30o - 9B3 sin 30o < 0 (22) 

It is also known that the friction forces in Eqs. (14) and (15) 
should be equal when 0 = 0*. Thus, 

kd[A[(cos 0* - cos 0O) + fii(sin 0* - sin 0O) 

+ ^3(cos 30* - cos 30_o) + B3(sin 30* - sin 30o)] + iiN=-liN 

(23) 

or in a compact functional form, 

G(0*,0O ) = O (24) 
If 0O and 0* are known, then Eqs. (17)-(20) are linear equations 
with Au A3, Bu B3 as unknowns, which can be solved easily. 
The values of 60 and 0* can be determined by Eqs. (21)-(23), 
which are nonlinear. In summary, Eqs. (17)-(23) can be used 
to determined the unknowns Ait A3, Bu B3, 0O, 0*. The pro
cedure is summarized as follows: 

1 Give proper initial guess values of 0O and 0* and then F c l , 
Fc3, Fsl, and Fs3 can be found (see appendix). 

2 The unknowns Ait A3, Bu B3 can be determined from the 
linear equations Eqs. (17)-(20) by direct matrix inversion. 

.3 With AUA3, B\, and£ 3 , the condition of Eq. (22) is then 
checked: 

(a) If Eq. (22) is satisfied, then go to step (4). 
(b) If Eq. (22) is not satisfied, then the initial guess values 

of 0O and 0* are modified as: new 0o=old 0o+7r, new 0* = old 
6* + w. After the modification, then go back to step (1). 

4 With Au A3, Bu and B3, Eqs. (21) and (23) are then used 
to find the exact values of 0O and 0* by the Newton-Raphson 
iteration method. The flow chart of the procedure is given in 
Fig. 5. 

The modification in step (3) can be understood easily be-
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With j> and 0* + <j> from one-term 
approximation as the initial 
values of #o and 9* 

1 10 

j = j+l 

j=l,k=l 

j=j+l,k=k+l 

j + ifo = j fo + T 

k=k+l 

V 

Sub. j £0 and t£* into Eq.(16), 

and then solve Ai, A3, Bi and 
B3 from Eqs.(17)-(20) 

k+l f* 

O u t p u t x 

Fig. 5 Flow chart of the proposed iteration procedure 

cause, according to Fig. 4, the response is symmetric, i.e., 
x(6)= -X(0 + T). 

It is known that the most important step in using the Newton-
Raphson iteration method is the guess of the initial values. 
How to guess proper initial values of 6_0 and 0* will be discussed 
in the next section. 

The above derivation and solution procedure can easily be 
extended to the multiterm approximation. If an «-term ap
proximation is used, then one can find 2/z linear equations like 
Eqs. (17)-(20) and two nonlinear equations like Eqs. (21) and 
(23). 

Results and Discussion 
In this section, three main topics will be discussed, i.e., the 

accuracy of the HBM, the computation time, and the effect 
of the initial guess values. Before the discussion, the system 
parameters of Fig. 2 are given here: m = 1.24, k = 17890, c= 3, 
and kd= 3500. 

Accuracy of the HBM. As mentioned, generally only one-
term HBM was used to investigate the vibration of a blade 
with a friction damper. In some cases, for instance, in fully 
stuck or fully slipping conditions, the one-term approximation 
is accurate enough to predict the response. However, the one-
term approximation generally may cause significant error. 
Here, an example is given to show this situation. Figure 6 
shows a response found by the direct time integration, one-
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Fig. 6 Steady-state forced response, w/w0 = 0.334, pN/f0 = 0.145 

term HBM, two-term HBM and three-term HBM, respectively. 
The vertical axis is the normalized response A/Am, where Am 

is the maximum amplitude found by the direct time integration. 
In this case the excitation frequency w is set to be 1/3 w0, 
where w0 is the natural frequency of the system of Fig. 2 without 
the friction damper. It is known that if the excitation frequency 
w and the amplitude of excitation force/0 are determined, then 
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an optimal normal load TV, which results in minimum response, 
can be found. The normalized normal load ixN/f0 in Fig. 6 is 
set to the optimal value pN/f0 = 0.145. One can find that the 
one-term approximation results in significant error. In this 
case, the three-term approximation can accurately predict the 
response, and its result is difficult to distinguish from the result 
of the direct integration in the figure. The corresponding fric
tional damping loop is shown in Fig. 7. One can find that the 
frictional damping cannot be simulated accurately by the one-
term approximation. The above result indicates that only the 
multiterm HBM can accurately predict the response of a blade 
with a friction damper. The result also demonstrates that the 
multiterm HBM proposed in this work is feasible. Theoreti
cally, the HBM with more terms will result in a more accurate 
solution. In practice, according to our experience, it needs no 
more than three terms. The question of the computational time 
will be discussed in the next section. 

Computer Time. No matter how many terms, say n terms, 
are kept in the HBM, only two nonlinear equations (i.e., Eqs. 
(21) and (23)) and 2n simultaneous linear equations (i.e., Eqs. 
(17)-(20) are needed to find all the unknowns. As shown in 
Fig. 5, the two nonlinear equations are solved by the iteration 
method, and the 2n linear equations must be solved once for 
each iteration. In other words, if m iterations are needed until 
convergence is reached, then the In linear equations must be 
solved m times. Therefore, how to reduce the number of it
eration is very important. It is known that the initial guess 
values are very important for the iteration process. An im
proper initial guess value may drastically increase the number 
of iterations or cause divergence. Thus, to discuss the com
putational time, the effect of the number of terms should be 
considered together with the effect of the initial guess values. 
First, the effect of the initial guess values will be discussed. 

The nonlinearity of the vibratory blade comes only from 
that nonlinear friction force. It is known that the friction force 
can be expanded by Fourier series with the fundamental fre
quency equal to the external excitation frequency w. In other 
words, the vibration of the blade is mainly caused by a har
monic force with a frequency equal to w. Thus, the solution 
obtained from the one-term approximation should be a good 
initial guess value for the multiterm approximation. For the 
multiterm approximation, one should give the initial guess 
values of 80 and 8*. In this work, it is suggested that the 60 
and 6* obtained from the one-term approximation can be used 
as the initial guess values of 80 and 8* for the multiterm ap
proximation. According to Eq. (5), one has the relations: 
80 = 80 + <p and 8* = 8* + <j). As pointed out in the one-term ap
proximation, do is zero, while 8* and <j> can be obtained from 
Eq. (9) and Eq. (12), respectively. To understand the effect of 

the initial guess values on the computer time, different guess 
values are assumed and the necessary computer time is re
corded. The result is shown in Fig. 8. The horizontal axis "shift 
of initial value" means the amount the initial guess values of 
60 and 8* are shifted from the suggested initial values, i.e., 
80 = 4> and 8*=8* + 4>. For instance, " - 0 . 2 " indicates that 
initial guess values are given as: £0 = (1 — 0.2)<̂ >, 
8* = (1 - O.2)(0* + 0). One can find that if the shift of the initial 
value is between -0.5 and 0.3, one can find a converged 
solution corresponding to the solution found from the direct 
integration. If the initial guess values are beyond this range, 
one may find another converged solution or the solution is 
diverged. Here "another converged solution" means a solution 
different from the solution found from the direct time inte
gration. So far, it is not certain that this "another solution" 
exist in practice. The result of Fig. 8 indicates that the 8* and 
4> found from one-term approximation are the proper initial 
guess values of 80 and 8* for the multiterm approximation. 

If the initial guess values are selected properly, the ratios of 
the computer time are 1:2.4:5.5:61 for one-term, two-term, 
three-term approximations and the direct time integration, re
spectively. Note that the computer time for the two-term and 
three-term approximations includes the portion to find the 
proper initial guess values, i.e., 8* and 0. As mentioned, the 
HBM requires no more than three terms in order to obtain an 
accurate result. That is to say the HBM needs a computer time 
about one order of magnitude smaller than that of the direct 
integration. The above result is concluded not only from the 
above example, but also from many other calculated examples. 

The advantage of the proposed HBM is especially significant 
when the response must be recalculated many times, for in
stance, to find the optimal normal load or the frequency re
sponse curve. It is well known that there exists an optimal 
normal load TV with which the blade will experience minimum 
forced vibration. The optimal normal load is an important 
design parameter of the friction damper. Generally, the op
timal normal load cannot be found directly except when the 
response is a pure simple harmonic function. The optimal 
normal load generally is found by observing the response for 
many different normal load values. In other words, a curve 
indicating the responses versus the normal load TV should be 
created, and the minimum response corresponds to the optimal 
normal load. For each value of TV, a new calculation must be 
executed. It is very time consuming if the direct integration 
method is used. For the proposed method, the answer can be 
found very quickly, because the solution for normal load TV 
can be used as a very good initial guess value for finding the 
solution at TV+ ATV; ATVis a small increment. Because the initial 
guess values are very close to the exact values, the iteration 
converges very quickly. The frequency, response curve, i.e., 
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the response versus the excitation frequency, can also be found 
quickly by the proposed method. The response at a certain 
excitation frequency w can be used as a very good initial guess 
value for finding the response at frequency w + Aw. 

In summary, there are two impor tant features of the pro
posed method: (1) There are only two nonlinear equations no 
matter how many terms are kept in the H B M ; (2) a proper 
initial guess value for the iteration generally can be found 
easily. Due to these features, the p roposed method is very 
efficient for the steady-state response and related analyses. 

Conclusion 
The dynamic behavior of a blade with a friction damper has 

been intensively investigated in the past . Al though the har
monic balance method (HBM) is a well-known method, usually 
only the H B M with a one-term (or one harmonic component) 
approximation was used to investigate the harmonic forced 
vibration of a blade with a friction damper . Generally, the 
H B M with an n-term approximat ion will result in 2« simul
taneous nonlinear algebraic equations in terms of 2« unknown 
Fourier coefficients for a system with one degree of freedom. 
However, this is not the case in the proposed method. The 
main step of the proposed procedure is to find the impending 
time points (i.e., 0O and 0*) of stick and slip of the friction 
damper . Because the 0O and 0* are found from two nonlinear 
algebraic equat ions, the problem of the initial guess values of 
the do and 0* has also been discussed in this work. The results 
show that the H B M needs no more than three terms in order 
to obtain an accurate result. The main advantage of the H B M 
is the computat ional efficiency; it needs only about one-tenth 
of the computer t ime in comparison with the direct integration. 
Due to the drastic reduction of the computer time, it becomes 
possible to investigate many impor tant characteristics of a 
frictionally damped blade in a very short t ime. 

References 
Cameron, T. M., and Griffin, J. H., 1989, "An Alternating Frequency/Time 

Domain Method for Calculating the Steady-State Response on Nonlinear Dy
namic Systems," ASME Journal oj Applied Mechanics, Vol. 56, pp. 149-154. 

Griffin, J. H., 1980, "Friction Damping of Resonant Stress in Gas Turbine 
Engine Airfoil," ASME JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER, 
Vol. 102, pp. 329-333. 

Menq, C. M., and Griffin, J. H., 1985, "A Comparison of Transient and 
Steady State Finite Element of Forced Response of a Frictionally Damped Beam,'' 
ASME Journal of Vibration, Acoustics, Stress, and Reliability in Design, Vol. 
107, pp. 19-25. 

Menq, C. M., Bielak, J., and Griffin, J. H., 1986a, "The Influence of Mi-
croslip on Vibration Response," Journal of Sound and Vibration, Vol. 107, pp. 
279-293. 

Menq, C. M., Griffin, J. H., and Bielak, J., 1986b, "The Forced Response 
of Shrouded Fan Stage," ASME Journal of Vibration, Acoustics, Stress, and 
Reliability in Design, Vol. 108, pp. 50-55. 

Pierre, C , Feri, A. A., and Dowell, E. H., 1985, "Multi-harmonic Analysis 
of Dry Friction Damped Systems Using an Incremental Harmonic Balance 
Method," ASME Journal of Applied Mechanics, Vol. 52, pp. 958-964. 

Sinha, A., and Griffin, J. H., 1984, "Effects of Static Friction on the Forced 
Response of Frictionally Damped Turbine Blades," ASME JOURNAL OF ENGI
NEERING FOR GAS TURBINES AND POWER, Vol. 106, pp. 65-69. 

Srinivasan, A. V., and Gutts, D. G., 1986, "Dry Friction Damping Mecha
nisms in Engine Blades," ASME JOURNAL OF ENGINEERING FOR GAS TURBINES 
AND POWER, Vol. 105, pp. 525-530. 

Wang, J. H., and Yau, H. L., 1990, "Design of Shroud Interface—Angle to 
Minimize the Forced Vibration of Blades," ASME Paper No. 90-GT-247. 

Wang, J. H., and Shieh, W. L., 1991, "The Influence of a Variable Friction 
Coefficient on the Dynamic Behavior of a Blade With a Friction Damper," • 
Journal of Sound and Vibration, Vol. 149, pp. 137-145. 

A P P E N D I X 

The coefficient of the Fourier series in Eq . (16) is derived 
in this appendix. 
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where 

5, = (0* - 0o)/2 + (sin 20* - sin 20o)/4 

52 = (sin 20* - sin 20o) /4 + (sin 40* - sin 40o)/8 

53 = (cos 20.0-cos 20_*)/4 

54 = (cos4 0O - cos4 0*) + (cos 20* - cos 20o) 

55 = (0* - 0o)/2 + (sin 60* - sin 60o)/12 

56 = (cos4 0O - cos4 0*) + (3/4)(cos 20* - cos 20o) 

57 = (cos60o-cos60*)/12 

58 = (0* - 0o)/2 - (sin 20* - sin 20o)/4 

Ss = (sin 20* - sin 20o)/4 - (sin 40* - sin 40o) 

S10 = (0 * - 0o)/2 - (sin 60 * - sin 60o)/12 
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Coupled Multidisciplinary 
Simulation of Composite Engine 
Structures in Propulsion 
Environment 
A computational simulation procedure is described for the coupled response of 
multilayered multimaterial composite engine structural components that are sub
jected to simultaneous multidisciplinary thermal, structural, vibration, and acoustic 
loading including the effect of hostile environments. The simulation is based on a 
three-dimensional finite element analysis technique in conjunction with structural 
mechanics codes and with the acoustic analysis methods. The composite material 
behavior is assessed at the various composite scales, i.e., the laminate /ply/fiber and 
matrix constituents, via a nonlinear material characterization model. Sample cases 
exhibiting nonlinear geometric, material, loading, and environmental behavior of 
aircraft engine fan blades are presented. Results for deformed shape, vibration 
frequencies, mode shapes, and acoustic noise emitted from the fan blade are discussed 
for their coupled effect in hot and humid environments. Results such as acoustic 
noise for coupled composite-mechanics/heat transfer/structural/vibration/acoustic 
analyses demonstrate the effectiveness of coupled multidisciplinary computational 
simulation and the various advantages of composite materials compared to metals. 

Introduction 
The unquenchable thirst of the human race for better and 

newer technology keeps imposing bigger challenges. One key 
human endeavor successfully materialized was the ability to 
fly. The oncoming challenge is to fly faster than ever before. 
Fulfillment of this challenge is going to require new materials 
and new simulation approaches to designing aircraft that can 
survive hostile environments at speeds that are multiples of 
the speed of sound. The new breed of materials, known as 
elevated temperature composites, which are light in weight, 
high in strength and durability, and can be tailored for required 
performance, are already finding applications and acceptance 
in aircraft frame and engine structures. There are already many 
competing requirements such as minimum temperature gra
dient versus maximum pressure tolerance, as well as equally 
important considerations such as minimum noise. Designing 
with composite materials poses additional challenges in the 
areas of material selection, fabrication, durability, and failure 
mechanisms. Further complexities such as the influence of 
hostile environments, nonlinear material/structural behavior, 
and coupling between responses induced by various discipline-
specific loads, require complex analysis methods. Clearly, cou
pled multidisciplinary analysis methods capable of simulating 
the many discipline-specific loads and their interaction with 
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37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute January 13, 1992. Paper No. 92-GT-6. Associate Technical 
Editor: L. S. Langston. 

each other are needed. Additionally, newly evolving materials, 
which may respond to the various multidisciplinary loads and 
environments in an as yet unknown manner, have no pre
existing data base. Since the acquisition of even a minimum 
necessary new database may not be possible within the on
coming twenty-first century's short design-cycle time limits and 
within competitive cost constraints, computational simulation 
methods must be developed for the coupled multidisciplinary 
analysis of engine structures. 

Some recently evolving multidisciplinary analysis codes were 
discussed in a recent article in Mechanical Engineering mag
azine [1]. The need for developing coupled multidisciplinary 
analysis methods/codes has been recognized for quite some 
time. For example, a multifaceted research program aimed at 
simulating coupled multidisciplinary behavior of aircraft en
gine/frame structures made of advanced composite materials 
is described in [2]. A significant amount of research conducted 
for simulating the characteristics/performance of elevated 
temperature composite materials/structures has been embed
ded in user-friendly computer codes. This effort continues to 
evolve and contains a multitude of discipline-specific as well 
as integrated codes covering a vast spectrum of consistent, 
compatible, and interactive analysis methods [3]. More re
cently, a stand-alone multidisciplinary simulation procedure 
code was developed by integrating the three-dimensional finite 
element analysis method with several single-discipline (thermal, 
acoustic [4]) codes including those for integrated composite 
mechanics [5]. 
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The objective of the present paper is to demonstrate the 
computational simulation of the coupled multidisciplinary be
havior of multilayered multimaterial elevated temperature air
craft engine composite structures under simultaneous thermal, 
structural, and acoustic loadings in propulsion environment, 
typified in Fig. 1. 

Brief Description of Simulation Procedure 
A general-purpose procedure was developed to simulate 

computationally the coupled multidisciplinary heat transfer, 
structural, vibration, and acoustic analysis of high-temperature 
composite structures in propulsion environment. All the dis
ciplines are coupled for nonlinear geometric, material, loading, 
and environmental effects. 

A schematic of the procedure is shown in Fig. 2. First, the 
model definition module generates the finite element model of 
the structure geometry, composite configuration, boundary 
conditions, and loading. The resident mesh generator is capable 
of generating solids of revolution such as cylinders, cones,and 
general double-curved surfaces of up to 360 deg rotation, with 
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minimum input parameters needed to define the complicated 
geometries. In the case of combined different types of solids 
of revolution/flat surfaces, duplicate nodes are automatically 
checked and only one of each coincident node is kept. The 
Integrated Composite Analysis module, ICAN [5] is then used 
for determining the thermal and mechanical properties at var
ious scales (fiber/matrix constitutes, ply, and laminate) of the 
composite structure, based on composite micromechanics and 
laminate theories, starting from the room temperature prop
erties of the constituents. A nonlinear material characterization 
model [6], shown in Fig. 3, is used a the matrix level to simulate 
the degradation in material properties due to applied temper
ature, time, and environmental effects, etc., via an iterative 
approach, as shown on the left-hand side of Fig. 4. The ICAN 
module thus makes it possible automatically to compute the 
multiscale composite properties of the virgin arbitrary com
binations of multilayered multimaterial composite configu
rations, as well as for the degraded configurations at various 
stages of the composite structure life-cycle. The room tem
perature properties of fiber/matrix constituents for typical 
aircraft structure materials are automatically extracted from 
the ICAN resident data bank, which can be augmented for 
properties of new materials. This feature results in a consid
erable saving of time required for searching the inputting the 
composite material property data. The ICAN module simulates 
the material behavior of polymer matrix composites. Similar 
codes (METCAN [7] and CEMCAN [8]) for simulating the 
material behavior of other types of elevated temperature com
posites such as metal matrix and ceramic matrix composites, 

Journal of Engineering for Gas Turbines and Power APRIL 1993, Vol. 115/301 

Downloaded 02 Jun 2010 to 171.66.16.121. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



respectively, are available. The simulation procedure can be 
adopted for these types of composites with minimal effort. 

The computational procedure for couple heat transfer, struc
tural, vibration, and acoustic analysis is based on the three 
dimensional finite element formulation. Each element can be 
modeled as consisting of several layers of the composite ma
terial. Each layer can be arbitrarily oriented and be of different 
material. The heat transfer response is computed first via the 
Thermal Analysis module, THEAN. Four types of heat trans
fer analyses: (1) linear steady state, (2) nonlinear steady state, 
(3) linear transient, and (4) nonlinear transient, can be per
formed, with thermal properties computed and updated via 
the ICAN module. All types of thermal loadings including 
prescribed temperatures, surface heat fluxes, convection, ra
diation, and internal heat generation can be applied. Upon 
completion of the heat transfer analysis, the temperature at 
each node of the structure is defined. 

The same finite element mesh that was used for the heat 
transfer analysis is also used for the structural and vibration 
analyses. This minimizes the data preparation time and elim
inates the errors incurred in transforming the temperatures 
from one finite element mesh to another. Two types of struc
tural analyses: (1) static and (2) buckling, can performed at 
the end of any heat transfer analysis step. All types of loadings 
including displacements, forces, accelerations, centrifugal, and 
pressure can be applied. The pressure can vary across the 
element face. Several coordinate systems including global, 
skew, local, material, and for micromechanics, are used to 
allow maximum flexibility in inputting data at any orientation 
for complex structures. For example, a skew coordinate system 
allows input of skew boundary conditions. The vibration anal
ysis computes the free vibration frequencies and mode shapes. 
Free vibration frequencies and mode shapes can be calculated 
using the "determinant search" or the "subspace iteration" 
method. The effect of environment (temperature and moisture) 
on the structural and vibration response of the material is 
accounted for via the ICAN module. Nonlinear geometric ef
fects such as large deformation/centrifugal stiffening are ac
counted for via updated Lagrange analysis. In such cases: (1) 
The pressure can be computed for either the original or the 
updated deformed geometry and (2) free vibration frequencies 
and mode shapes are calculated including the effect of updated 
geometry on the stiffness and mass matrices. Buckling eigen
values also use modified stiffness for large deformation. The 
local structural response at ply and fiber/matrix scales of the 
composite structure can be computed via ICAN, as shown on 
the right-hand side of Fig. 4. 

The acoustic analysis module, ACOAN, computes the 
acoustic noise emitted from the composite structure, due to 
(1) free vibration, or (2) forced vibration induced by applying 
a force at a point of the structure to excite the vibration modes 
of interest selectively. The acoustic noise is computed by first 
calculating radiation efficiencies of the structure for each nat
ural vibration mode as a function of forced vibration fre
quency. The total sound power for each forced vibration 
frequency is then calculated by summing the contribution from 
each free vibration mode. The computation of acoustic noise 
includes: (1) the effect of updata geometry due to large de
formation via (a) updated structure stiffness and mass, and 
(b) updated geometry of the structure affecting the location 
and direction of the acoustic excitation force, (2) the effect of 
environment on thermal and mechanical properties via updated 
structure stiffness, and (3) the effect of natural vibration fre
quency on the modal loss factor (damping). A part of the 
structure can be masked from emitting the noise. 

Finally, the multiload step analysis feature allows multidi
rectional coupling among all the participating disciplines by 
passing the updated geometry and updated material behavior 
back to any one or all analysis disciplines via a nonlinear 
iterative procedure. 

The coupling between the various disciplines due to geo
metric, material, loading, and environmental complexities des-
cibed above, allows many combinations of coupled 
multidisciplinary analyses, as will be demonstrated in the next 
section for a fan blade. There are several other advanced fea
tures in this computational simulation procedure. They are not 
discussed here as they are beyond the scope of the demon
stration cases presented in this paper. An example is the two-
way coupling of the updated geometry due to large deformation 
and the heat transfer analysis via multiload increment analysis 
capability. 

Sample Cases—Fan Blade 
A multimaterial, multilayered aircraft engine fan blade was 

simulated for a coupled multidisciplinary thermal, structural, 
vibration, and acoustic response. The geometry, boundary 
conditions, material, composite configuration, environment, 
and thermal/structural/acoustic loadings are shown in Fig. 5. 
A summary of the various analysis disciplines, and coupling 
effects demonstrated for the fan blade, is provided in Table 
1. The design requirements may include other considerations 
such as aerodynamics ofthe blade. These are beyond the scope 
of this paper and have been and are being addressed via other 
integrated codes [3]. A description ofthe loadings, boundary 
conditions, environmental effects, and ofthe single-discipline 
or coupled multidiscipline analyses performed for the fan blade 
follows the description of the blade structure, material, and 
the finite element model. 

Blade Structure, Material, and Finite Element Model. The 
blade consists of a twisted aerofoil shape with varying thickness 
along the span and the chord. The maximum span of the blade 
is 10.19 in. and the maximum chord is 3.43 in. The thickness 
varies from 0.20 at the leading edge tip to 1.35 in. at the trailing 
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Table 1 Coupled multidisciplinary analysis demonstrated for fan blade 

Analysis Discipline 

Heat Transfer 
* Steady State - Nonlinear 

Structural 
* Static 

Vibration 
* Vibration Frequencies/ 

Mode Shapes 

Acoustic 
* Forced Excitation Noise 

Loading 

- Prescribed Temperature 
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- Point Load 

Coupled with 

® Composite Mechanics 

9 Composite Mechanics 
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© Composite Mechanics 

® Heat Transfer Analysis 
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& Composite Mechanics 
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Table 2 Constituent (fiber/matrix) material properties at unstressed reference tempera
ture (70° F) 

T300 Fiber 
Filament Equivalent Diameter 

Weight Density 

Modulus in Longitudinal Direction 

Modulus in Transverse Direction 

In-plane Poisson's Ratio 

Out-of-piane Posson's Ratio 

In-pJane Shear Modulus 

Out-of-plane Shear Modulus 

Thermal Expansion Coefficient 
in Longitudinal Direction 

Thermal Expansion Coefficient 
in Transverse Direction 

Thermal Conductivity 
in Longitudinal Direction 

Thermal Conductivity 
in Transverse Direction 

Tensile Strength 

Compressive Strength 

= 0.0003 inch 
= 0.064 lb/in3 

= 32x10flpsi 

= 2x106psi 

= 0.2 
= 0.25 

= 1.3x106psi 

= 0.7xtOBpsi 

= -0.55x1 O^in/in-T 

= 5.6x1b6 in/in-°F 

= 48.3 Btu/hr-ft - °F 

= 4.83 Btu/hr-ft - "F 

- 35,000 psi 

- 30,000 pst 

IMHS 
Weight Density 

Elastic Modulus 

Poisson's Ratio 

Thermal Expansion 
Coefficient 

Heat Conductivity 

Tensile Strength 

Compressive Strength 

Shear Strength 

Void Fraction 
Glass Transition 
Temp. 

Matrix 

= 0.044 lb/in3 

= 0.5x108psi 

= 0.35 

= 36x10"6in/in-°F 

= 1.25 Btu/hr-ft - "F 

- 15,000 psi 

= 35,000 psi 

= 13,000 psi 

= 0.225 

= 420 °F 

Conversion Factors for SI Units: 1 in 

°F = 

= 0.0254 m;1lb/in3= 0.2714x10 W n 3 '• 1 PSi = 6.895x103N/m 2 

1.8 "C+32; 1 Btu/hr-ft - °F = 1.73 watts/meter - °K 

edge tip. As noted in Fig. 5, the blade is analyzed for two 
materials: (1) metal-titanium, and (2) multilayered multima-
terial composite: 40 percent thickness of titanium and 60 
percent thickness of six-layered T300/IMHS material with 
(0/30/-30)j. ply orientations and 0.6 fiber volume ratio. The 
T300 stands for the graphite fibers and IMHS for intermediate 
high-strength epoxy matrix. The thermal and mechanical prop
erties of the T300 fibers and IMHS matrix at room temperature 
are shown in Table 2. The finite element model consisted of 
40 20-noded brick elements with 110 nodes. 

Heat Transfer. The root of the blade was held at a constant 
temperature of 200°F and the blade surfrace was subjected to 
fluid flow at 300"F. The thermal material properties, thermal 
conductivity and coefficient of heat convection, were consid
ered temperature dependent via (a) direct input of temperature-
dependent properties for the metal, and (b) ICAN for the 
composite. A nonlinear steady-state heat transfer analysis cou
pled with composite mechanics was conducted for both ma
terials. 

Structural Analysis. The root of the blade was fixed and 
a centrifugal loading of 1400 rpm was applied. The effect of 
propulsion environments was simulated for several cases: (1) 
room temperature (70°F) with no moisture absorption, (2) 
uniform temperature rise from 70 to 300°F with no moisture 
absorption, (3) nonuniform temperature distribution as com
puted by the heat transfer analysis with no moisture absorp
tion, and (4) nonuniform temperature distribution computed 
by the heat transfer analysis with 2 percent absorption of 
moisture in the composite, by weight. Notice that cases (3) and 
(4) with nuniform temperature distribution require coupled 
composite-mechanics/heat transfer/structural analysis. A fifth 
case (5) was simulated for the effect of geometric stiffening at 
room temperature and no moisture. The thermal and me
chanical properties, coefficient of thermal expansion, stiffness, 
and strength, were considered temperature dependent via (a) 
direct input of temperature-dependent properties for the metal, 
and (2) ICAN for the composite. A static structural analysis 
was conducted for both materials. 

Vibration. The root of the blade was fixed. Five vibration 
analysis cases similar to those described above for the "Struc
tural Analysis" were simulated. Again, cases (3) and (4) with 
nonuniform temperature distribution computed via heat trans
fer analysis require a coupled composite-mechanics/heat trans
fer/vibration analysis. Case (5) with geometric stiffening 

requires a coupled composite-mechanics/structural/vibration 
analysis to account for the effect of updated geometry due to 
geometric stiffening. The thermal and mechanical properties 
were also treated similar to those described above for the 
"Structural Analysis." Three natural vibration frequencies and 
mode shapes were computed for all five cases for both ma
terials. 

Acoustic Excitation. The root of the blade was fixed and 
sinusoidal force vibrations of 10 lb amplitude were applied at 
the leading edge tip in the blade thickness direction, at several 
forcing frequencies ranging from 100 to 1000 cps. Again, five 
cases with thermomechanical properties as discussed above 
were simulated. Cases (1) and (2) with room temperature and 
uniform temperature distribution, respectively, require cou
pled composite-mechanics/vibration/acoustic analysis. Cases 
(3) and (4) with nonuniform temperature distribution com
puted via heat transfer and analysis, require coupled com
posite-mechanics/heat transfer/vibration/acoustic analysis, 
and case (5) with geometric stiffening, requires a coupled com
posite-mechanics/structural/vibration/acoustic analysis. A 
special variation of case (3) with frequency-dependent model 
loss damping factor was also run. This is just one of many 
special features of the computational simulation procedure 
demonstrated in the present paper. The modal loss factors 
used for this evaluation are only estimates. The computational 
simulation of damping in composite materials is described in 
[9]. 

Results and Discussions 
The results of several cases of the fan blade with varying 

degree of complexity/coupling among various disciplines are 
discussed below in the same order in which the sample cases 
are described above. The effect of coupling among different 
disciplines is explained, as appropriate. 

Heat Transfer. The heat transfer results in terms of tem
perature contours for both the metal and composite blades are 
shown in Fig. 6. Notice that the computed temperatures vary 
from 200 to 285°F for the metal and from 200 to 275°F for 
the composite blade. 

Structural Analysis. Only a representative result, i.e., the 
deformed shape of the blade for the case with nonuniform 
temperature distribution computed via heat transfer analysis 
and with no moisture absorption and no effect of geometric 
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Fig.6 Thermal response of fan blade; OF = 1.8°C + 32
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Composite

Fig. 7 Structural response of fan blade; °F = 1.8°C + 32

stiffening is shown in Fig. 7 for both the metal and composite
blades. The metal blade shows more radial deformation than
the composite blade. The blade deforms less at the room tem
perature and more at 300°F uniform temperature. The geo
metric stiffening reduces the blade deformation. These results
are not shown in figure form in the present paper. The results
for global and local stresses at ply and fiber/matrix constituents
scales are also available, but not presented here.

Vibration. The first three natural vibration frequencies for
the case with nonuniform temperature distribution computed
via heat transfer analysis and with no moisture absorption and
no geometric stiffening are shown in Fig. 8. The corresponding
mode shapes are shown in Fig. 9. These are about the same.
The effects of various environmental conditions (temperature/
moisture) and geometric stiffening on the fundamental vibra
tion frequency are shown in Fig. 10. The vibration frequency
decreases with increasing temperature and moisture and the
material degrades. The moisture does not affect their vibration
frequency of the metallic blade. Geometric stiffening increases
the vibration frequency by about 6 percent in the metal and

3041 Vol. 115, APRIL 1993

Vibration Frequencies via Coupled Composile·Mechanics/Heal-Tlansfer! Vibration Analysis

(Root @ 200 of; Fluid Flow @ 300 OF)

700 r-'--------------------,

500

Frequency
(cps)

Mode Number

Fig. 8 Vibration response of fan blade-frequencies

about 5 percent in the composite as would be expected from
the heavier metal density.

Acoustic Excitation. The acoustic noise emitted from the
fan blade is shown in Fig. 11, in watts as well as in decibles.
To put the decibel values in perspective, a human whisper is
at 50 decibles, a truck horn is at 110 decibles, and an airplane
engine propeller is at 120 decibles. Increasing damping de
creases the noise level. The noise is much less for the composite
material than for metal. Figure 12 shows the acoustic noise
for various cases of environmental conditions and geometric
stiffening. The acoustic noise decreases or increases depending
on if the forcing frequency is farther away from or closer to
the natural vibration frequency, respcetively. The effect of
environment on the acoustic noise from the metallic fan blade
is negligible. At temperature higher than those used here, it
may not be so. For the composite blade, increasing temperature
and moisture increase the acoustic noise at the forcing fre
quency of 119 cps. These results are consistent with the results
for the natural vibration frequencies shown in Fig. 10, which
become closer to 119 cps as temperature and moisture increase.
The effect of geometric stiffening is to decrease the acoustic
noise as the forcing frequency moves away from the natural
vibration frequency: Another effect, that the frequency de
pendence of the modal loss factors, is shown in Fig. 13 for
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Vibration Modes via Coupled Composite-Mechanics/Heat-Transfer/Vibration Analysis 

(Root @ 200 °F; Fluid Row @ 300 °F) 

Metal 

/ 111.75cps m 
kfkV\ 361.20cps 
A/4,7 

595.61 cps 

; 122.75 cps 

Composite 

390.48 cpa 591.34 cps 

Fig. 9 Vibration response of fan blade—mode shapes 

Vibration Frequencies via Coupled Cornposfle-Mechanics/Heat-Transfer/Stmctural/Vibration Analysis Acoustic Noise via Coupled Composite-r^echanics/Heat-Transter/Structural/vlbfation/Acouslic Analysis 
Effect of Environment (Temp./Moislure) and Geometric Stiffening on Fundamental Frequency (Acoustic Excitation of 101b @ Leading Edge Tip) 

Frequency 
(cps) 

u Composi te 

(200-285) (200-275) 
(Nonuniform) 

300 
(Uniform) 

(200-285) (200-275) 70 
(Nonuniform) (R-T.) 

Moisture (%) { 0 0 0 2 0 

Geometric stiffening / N o No No No Yes 

Fig. 10 Vibration response of fan blade—fundamental frequency 

(watts) (decibels) 

Temp. (-F) / 70 (200-285) (200-275) 300 (200-285) (200-275) 70 
L (R.T.) (Nonuniform) (Uniform) (Nonuniform) (R.T.) 

Molsfljfe (%) / 0 0 0 2 

Geometrk: Stiffening / N o No No No 

Fig. 12 Acoustic noise emitted from fan blade 
frequency 

specified forcing 

Acoustic Noise via Coupled Composite-Mechanics/Heat-TransferA'ibration/ Acoustic Analysis 
(Acoustic Excitation of 101b @ Leading Edge Tip; Root Fixed (SEO0 °F; Flukl Flow @ 300 °F) 

(watts) 

Modal Loss Factor - Metal: 1x10 
Composite: 1x10 

400 600 

Forcing Frequency (cps) 

Fig. 11 Acoustic noise emitted from fan blade 

both the metal and composite blades. The modal loss factor 
decreases with the vibration frequency, as tabulated in Fig. 
13. The acoustic noise increases, only slightly, by accounting 

7, for frequency dependence of the modal loss factors both for 
the metal and composite blades. 

The significant observation is that the acoustic noise from 
the composite fan blade is negligible compared to that from 
the metal blade, Fig. 11. The effect of frequency dependence 

(decibels) of the modal loss factors is practically the same of the two 
blades, Fig. 13. 

2.3 

General Remarks 
A stand-alone computational simulation procedure has been 

1 demonstrated for coupled response of an aricraft engine fan 
blade under multidisciplinary thermal/structural/vibrations/ 
acoustic loading in propulsion environments. The procedure 
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Acoustic Noise via Coupled Composite-Mechanks/Heal-Tfansfer/Vibratkxi/Acouslic Analysis 
(Acoustic Excitation of 101b @ Leading Edge Tip; Root Fixed @200°F ; Fluid Flow @ 300 °F) 

0.4 Jp-

(watts) 

freq. dep. modal loss factor 

^.r JW 

Freq. 

112.35 

363.20 

598.58 

modal los 
• factor 

1x10-5 

1X10-5 

4x1 fr6 

400 600 

Forcing Frequency (cps) 

115-3 

(decibels) 

will consist of a product of nonlinear factors for each envi
ronmental effect. Such nonlinear multifactor interaction 
models (MFIM) for factors such as cyclic effect have been 
implemented in metal matrix composite analysis codes [7]. The 
effect of chemical interaction on changes in the geometry, if 
any, can be addressed in the finite element models by suitable 
changes in the dimensions. These effects can then be passed 
on to the multidisciplinary analysis via the geometry update 
module. 

COMPOSITE 

0.02 
(watts) 

0.01 

f modal toss factor = 1x1 
•^-jf-JSi dep. modal loss i factor 

Freq. 

122.751 

390.48 

591.34 

modal los 
factor 
1x10-4 

6x10-5 

5x1 a 5 

102.3 

(decibels) 

0 200 400 600 BOO 1,000 
Forcing Frequency (cps) 

Fig. 13 Acoustic noise emitted from fan blade—frequency-dependent 
modal loss factor 

was developed via integrating the three dimensional finite ele
ment technique with in-house single-discipline codes coupled 
with acoustic analysis methods. The simulation procedure is 
of general purpose in nature and can be used for designing/ 
analyzing multilayered multimaterial composite structures. The 
results, such as the decrease in acoustic noise level by account
ing for structural/acoustic coupling due to geometric stiff
ening, demonstrate the significance of coupled multidisciplinary 
simulation of the blade. Results such as these can be generated 
via a single coupled multidisciplinary code in a very short time. 
In an effort to satisfy the competing requirements imposed by 
individual discipline-specific behavior, many design variation/ 
parameters will need to be considered. Multidisciplinary com
putational simulation is the approach that will provide a re
alistic assessment of the various competing design requirements 
of advanced composite materials/structures. Unlike experi
mental data generation that may be untimely and costly, com
putational simulation is able to produce rapid reasonable results 
for specific designs. 

The environmental effects discussed herein include temper
ature and moisture. Other environmental effects such as chem
ical interactions can be incorporated in the same way. The 
effect of chemical interaction on the degradation of material 
resistance can be simulated via the Integrated Composite Ana
lyzer Code, ICAN, by adding respective terms in the nonlinear 
material characterization model, shown in Fig. 3 [6]. The mod
ified form of the nonlinear material characterization model 

Summary 
A general-purpose computational simulation procedure is 

presented for coupled multidisciplinary thermal, structural, 
vibration, and acoustic analysis of elevated temperature com
posite structures in propulsion environments. All the disci
plines are coupled for nonlinear geometric, material, loading, 
and environmental effects. The procedure is embedded in a 
stand-alone state-of-the-art computer code, enabled by inte
grating the three-dimensional finite element technique with in-
house codes for integrated composite mechanics, thermal, and 
acoustic analysis methods. A nonlinear material characteri
zation model is used to simulate the degradation in material 
properties due to applied temperature, time, and environmen
tal effects. Sample cases exhibiting various combinations of 
coupled multidisciplinary analysis of an aircraft engine fan 
blade are presented. Results indicate lower temperatures, higher 
vibration frequencies, and substantially lower acoustic noise 
levels for the T300/IMHS composite versus that for titanium. 
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Optimal Output Feedback Control 
of Asymmetric Systems Using 
Complex Modes 
A Linear Quadratic Regulator (LQR)-based least-squares output feedback control 
procedure using a complex mode procedure is developed for the optimal vibration 
control of high-order asymmetric discrete system. An LQ Regulator is designed for 
a reduced-order model obtained by neglecting high-frequency complex modes of the 
original system. The matrix transformations between physical coordinates and com
plex mode coordinates are derived. The complex mode approach appears to provide 
more accurate reduced-order models than the normal mode approach for asymmetric 
discrete systems. The proposed least-squares output feedback control procedure 
takes advantage of the fact that a full-state feedback control is possible without 
using an observer. In addition, the lateral vibration of a high-order rotor system 
can be effectively controlled by monitoring one single location along the rotor shaft, 
i.e., the number of measured states can be much less than the number of eigenvectors 
retained in producing the reduced-order model while acceptable performance of the 
controller is maintained. The procedure is illustrated by means of a 52 degree-of-
freedom finite element based rotordynamic system. Simulation results show that 
LQ regulators based on a reduced-order model with 12 retained eigenvalues can be 
accurately approximated by using feedback of four measured states from one location 
along the rotor shaft. The controlled and uncontrolled transient responses, using 
various numbers of measured states, of the original high-order system are shown. 
Comparisons of reduced-order model results using normal modes and complex modes 
are presented. The spillover problem is discussed for both collocated and noncol-
located cases based on this same example. 

Introduction 
The design of a control system for an asymmetric rotor

dynamic system initially requires the development of a discrete 
mathematical model. For most realistic rotor systems these 
models are typically several tens of degrees of freedom. Active 
control of lateral vibrations in rotordynamic systems has been 
studied by many researchers in the last several years. Several 
of these researchers have successfully used the normal mode 
approach to obtain reduced-order systems. These normal modes 
do not include gyroscopic and/or circulation effects and as a 
result they do not decouple the asymmetric system equations. 
This work utilizes a complex mode approach to deal with such 
systems in the process of LQR design. 

A full-state feedback control system does not require an 
observer. This is a primary motivation for using an optimal 
feedback technique. In addition, the use of an observer has 
the following disadvantages: (a) very high-speed computation 
is required for on-line state estimation, and this is especially 
difficult to implement for many rotor systems; (b) the cost is 
much higher for fabrication of an observer for implementation 
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of an optimal output feedback procedure. The concept of 
optimal output feedback control has been used recently by 
several of the researchers cited below. 

Salm and Schweitzer (1984) discussed the modeling and con
trol of a flexible rotor using magnetic bearings. They also used 
a normal mode approach to obtain a reduced-order system, 
and, based on this system, designed an output feedback con
troller that guarantees closed-loop stability for the original 
high-order system despite some spillover effects. Ulsoy (1984) 
investigated an optimal active control scheme by pole assign
ment and the effects of observation and control spillover in 
an translating elastic system. His method was verified by using 
simulation results of two examples based on both physical and 
normal mode coordinates. 

Cannon and Schmitz (1984) studied the precise control of a 
one-arm flexible manipulator without gyroscopic effects. They 
used a normal mode reduced-order model, and then designed 
an optimal controller based on this model. The system modal 
parameters in their work were measured and they were suc
cessful in experimentally verifying the validity of the proposed 
approach. 

Palazzolo et al. (1989) experimentally demonstrated the suc
cess of this procedure with the limitation that the number of 
measured states must be equal to the number of retained ei-
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genvalues in the reduced-order model. He studied the active 
control of transient lateral rotor vibrations due to a sudden 
change in imbalance, such as caused by blade loss, by utilizing 
optimal control methods. A seven-mass rotor system was con
sidered and a normal model approach was used to obtain a 
reduced-order model. Comparisons of responses were made 
for various configurations of sensors and actuators. The spill
over effect was examined by comparing results from collocated 
and noncollocated sensor configurations. A spillover filter was 
used in the experiments to prevent spillover effects for the 
noncollocated case. 

In this present work, an LQ regulator is designed based on 
a reduced-order model utilizing complex modes. The least-
squares output feedback procedure is essentially a modification 
of Palazzolo's strategy, requiring fewer measured states, while 
providing comparable performance. The performance index is 
chosen so that the difference between the designed control 
input (from the LQ regulator) and the control input from the 
output feedback procedure is small. Controlled responses as
sociated with several choices of the performance index are 
shown for comparison purposes. A 52 degree-of-freedom finite 
element based model for a rotordynamic system is used as an 
example to illustrate the proposed procedure. 

System Equations 
The general linear matrix equation of motion of an nth-

order rotordynamic system, in terms of physical coordinates, 
is of the form 

Mqq + Dqq+Kqq=f+Pu (1) 

The Mq, Dg, and Kq arrays represent the mass, dissipation/ 
gyroscopic, and stiffness/circulation properties of the rotor 
system. The Mq array is usually symmetric and positive definite 
while the Dq and Kq arrays are generally asymmetric. These 
asymmetric arrays can be written as the sum of a symmetric 
and skew-symmetric component. The symmetric part of the 
Dq array is referred to as the dissipation matrix while the skew-
symmetric part is the gyroscopic matrix. The symmetric part 
of the Kq array is the system stiffness matrix while the skew-

symmetric part is referred to as the circulation matrix. In 
addition, Dq and Kq are generally a function of the rotor spin 
speeds. The excitation force/is usually dominated by harmonic 
terms associated with the synchronous rotating unbalance of 
the rotating assembly. The P array identifies the physical lo
cation of the external forces included in the control vector u. 
The speed dependency of the unbalance forces, gyroscopic 
moments, and the bearing forces requires spin speed depend
ency as well for the control action. In first-order state form, 
Eq. (1) is written as 

x = Axx + Bxu + Wxf 

where x = [q' q']' is the system state and Bx 

control matrix with 
W> 

(2) 

P is the 

Ax = 
M-'Dq 

I 

-Mq
lKq 

0 
and Wx 

Mc 
(3) 

The partial state measurements represented by the vector r are 
expressed by an output equation of the form 

r=Cxx (4) 

Modal Reduction 

Normal Mode Approach. A modal transformation 

4 = $£ = '2>,^ (5) 

is defined where the columns of the modal matrix $ are the 
M?-normalized real eigenvectors <£,(/= 1> 2, . . ., ri) of the 
undamped symmetric system associated with Eq. (1). The l-j 
are normal mode coordinates associated with the 4>j< respec
tively. The modal matrix satisfies the orthogonality conditions 
$'Mq$ = / and &Kq<b = fi, and the diagonal elements of Q 
are squared natural frequencies of the undamped symmetric 
problem. The introduction of the transformation of Eq. (5) 
into Eq. (1), premultiplication by $', and of the orthogonality 
conditions yields the reduced-order (n < ri) model 

I + Dk k + K£ = * ' / + &Pu (6) 

A = 
B = 

c = 

C = 
D = 

E = 
/ = 

G = 

/ = 
J = 
k = 
K = 

m = 
M = 
n = 
P = 

1 = 

system matrix (2rc x 2ri) 
control distribution matrix 
{In x r) 
bearing damping coeffi
cient 
output matrix (m x 2ri) 
dissipation/gyro matrix 
(n x ri) 
elastic modulus 
unbalance force vector 
(n x 1) 
optimal gain matrices 
(/• x In) 
identity matrices (n x ri) 
performance index 
bearing stiffness 
stiffness/circulation matrix 
in x ri) 
number of outputs 
mass matrix (n x ri) 
system order 
control distribution matrix 
(n x r) 
physical coordinate vector 
(n x 1) 

r = 

R = 

S = 

T = 

U = 

u = 

V, W = 
x = 

X,Y,Z = 
y -
Y = 

z = 
z = 
a = 

B, r =• 

r = 

measurement vector 
(m x 1), number of con
trol forces 
solution to Ricatti equa
tions (2n x 2ri) 
state weighting matrix 
(2« x 2ri) 
time, transformation ma
trix (An x 2ri) 
control weighting matrix 
(r x r) 
control force vector 
(/• x l ) 
Y, Z translations 
state vector (2n x 1) 
fixed reference 
right eigenvector 
system right eigenvectors 
(modal matrix) 
left eigenvector 
system left eigenvectors 
(modal matrix) 
state vector (subset of f) 
Y, Z rotations 
complex mode coordinate 
vector 

V = 

X = 

f = 

* = 

Subscripts 
T, 2, 3 = 

J = 
L = 
o = 
a = 

r = t V, 

state vector associated 
with £ 
eigenvalue 
normal mode coordinate 
vector 
normal mode transforma
tion matrix 
eigenvector 
complex mode transfor
mation matrix 

bearing indices 
station indices 
left inverse 
original high-order systems 
terms associated with a 
terms associated with 
£, j], I coordinates 

Superscripts 
- 1 = 

/ = 
r = 
/ = 

inverse 
imaginary part 
real part 
transpose 
d/dt 
retained coordinates 
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where D% = <b'Dq§ and AT{ = <k'Kq$. If Dq is symmetric and 
also proportional, the D^ array is diagonal. Similarly, a sym
metric Kq array leads to K% = Q. Thus, the presence of gy
roscopic and/or circulation terms in the ^-coordinates results 
in £ coordinate coupling. 

The high-frequency modes are normally truncated in the 
transformation of Eq. (5) based on the assumption that most 
of the system's energy is contained in the lower few modes. 
Engineering judgment must, of course, be utilized in the proc
ess of selecting those mod.es to be retained. This choice is 
strongly dependent on the frequency content of the system 
excitation. For harmonic excitation, as considered here, the 
retention of a relatively small number of the lower frequency 
modes is usually adequate for an accurate reduced-order model. 
Modes with natural frequencies much higher than the exci
tation frequency are not strongly excited. 

The reduced-order model of Eq. (6), written in first-order 
form, is 

V=A, + Bnu+WJ (7) 
where 

~.-Z>j 

I 

-K{ 

0 
) B-n ~ 
' 7 

¥P 

0 
> w.= ' V 

~*r 

0 
, and rj = T 

J_ 

Complex Mode Approach. A modal transformation, based 
on the physical coordinate state form of the system equations, 

2n < 2n 

*± i ?= 2 yjij (9) 

is defined where the columns of Y contain the complex right 
eigenvectors yj(j=\,2, . . ., 2/5) of the system. These vectors 
are obtained from the eigenvalue problem associated with the 
homogeneous form of Eq. (2), i.e., 

(Ax-\jl)yj = 0 (10) 
where X,- is they'th eigenvalue of the system associated with the 
right eigenvector yj. Let Z represent a matrix of complex left 
eigenvectors Zj (J =1,2, . . ., 2/5), which are obtained from the 
adjoint eigenvalue problem 

(A'x-\*Dz] = Q (11) 
* 

where Xy is the conjugate to Ay. It is convenient to binormalize 
the dual set of right and left eigenvectors so that Z'Y = I, 
then this set also satisfies a second biorthogonality condition 

Z'AxY=Ai (12) 
where A^ is a diagonal array of the system eigenvalues, A,-. 

The eigenvalues from Eq. (10) appear as complex conjugate 
pairs for underdamped modes and are purely real for over-
damped modes. For stable linear systems, the real parts of all 
eigenvalues are nonpositive. The selection of the modes to be 
retained in the transformation of Eq. (9) requires careful con
sideration. The underdamped right eigenvectors appear in 
complex conjugate pairs and the superposition of the corre
sponding eigensolutions provides a real precessional mode so
lution. Thus, the transformation of Eq. (9) would generally 
contain the complex conjugate pairs of right eigenvectors as
sociated with the lower frequency precession modes. In ad
dition, any purely real modes with relatively large time constants 
would also be retained. A verification of the accuracy of a 
particular choice, however, can only be obtained by compar
ison with other choices and experience with particular types 
of applications. 

The substitution of the transformation of Eq. (9) into the 
state equations, Eq. (2), and premultiplication by Zl, and use 
of the biorthogonality conditions gives the reduce-order (2/5 
< 2ri) state model 

/•=C7f (13) 

where^f = Z'AXY, flf = Z'BX, Wt = Z'WX. The control u 
and excitation/are real, while the other elements of this state 
equation are in terms of complex quantities. Since most readily 
available computational procedures are written in real form, 
it is convenient to separate Eq. (13) into real and imaginary 
parts as 

"r 
A. 

= 
A A\ _ J'. 

+ 
A. 

u + 

or 
t'=At't+B^u+W^f 

r=CYf't' (14) 
where the order has been increased to 4/5. 

At this point, the analysis is restricted to only underdamped 
systems. In these cases the modes appear only on complex 
conjugate pairs and it is possible to reduce the 4/5 order of Eq. 
(14) back to 2/5. This is accomplished by noting the relation 

= 
~Tr 0" 

0 f y 
Both Tr and 7" arrays consist of 2/5 rows and h columns of 
zero elements except for 

T\2)-\,j) = \ = T[ljJ) fory'=l, 2, 3, . . ., n, 
and 

2Vi, , )= 1 = - T\VJ) for j = 1, 2, 3, . . ., n. 
The elements of fr and f' consist of the real an imaginary parts 
of the elements f for the odd j integers (i. e., j = 1, 3, ..., (2/5 
- 1)). Thus, the relation of Eq. (15) provides a simple method 
for retaining only one of the modal coordinates associated 
with each retained complex conjugate pair. In this application, 
the modal coordinates with a positive imaginary part are re
tained. The introduction of relation (15) into Eq. (14) and 
premulitplication by the left inverse of T(see Noble and Daniel, 
1977, pp. 15-17) gives 

a = Aaa + Bau + Waf 
r=Caa (16) 

where Aa = 71 > At>T, Ba = T£%', Wa = Tl"Wt>, and 
Ca = CYt-'T. It is useful here to note the identity 2TL ' = 
T'. 

Optimal Output Feedback Controller Design 

Basic Concepts. The following explanation of the proce
dure used in designing the control system is presented in terms 
of physical coordinates. The same procedure, however, can 
also be developed in terms of complex mode coordinates 
through the modal transformation defined by Eq. (9). Equa
tion (2), without the unbalance forcing term WJ, is 

x=Axx + Bxu (17) 
For a full-state linear feedback control, the control input, 
associated with the physical state x, can be written as 

ux= -Kxx (18) 
where Kx is a state feedback gain matrix obtained based on 
minimization of the selected performance index. One can either 
measure all required states or use an observer to reconstruct 
the required states; however, the former involves a larger num
ber of sensors for larger-order systems and the latter requires 
high-speed computation for on-line state estimation. The fol
lowing provides a procedure to avoid the above practical prob-
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lems. The objective here is to obtain a control input, associated 
with the system output r, 

ur= -Krr (19) 

such that ur = ux. An error vector e = ux - uris defined and 
the introduction of relations from Eqs. (4), (18), and (19) with 
the assumption that the Cx is properly selected such that the 
output of the least-squares controller approaches that of the 
full-state feedback controller, then provides . 

e=(Kx-KrCx)x (20) 

For the special case when 

KrCx=Kx (21) 

the error vector e is obviously null. Unfortunately Eq. (21) 
does not hold unless Cx is an identity matrix (or equivalently 
r = x), and Kr and Kx are of the same size. Generally, the size 
of A'ris much smaller than that of Kx. The number of accessible 
sensor locations is usually severely limited. A least-squares 
solution based on minimizing the quadratic error (KrCx -
Kx){KrCx - j y ' c a n be obtained (Noble, 1988, p.69), however, 
and is shown below that 

Kr= KxC'x(CxC'xy>. (22) 

It is possible to arrange the order of the elements of the state 
vector x such that the observation matrix Cx has the form 

C,= [/„,0] (23) 

where m is the number of measured states. Substituting Eqs. 
(22) and (23) into Eq. (21), and utilizing the fact that CXCX = 
m, yields 

e'e = —^x1 

m 

0,„ 

0 

0 

'I/2n (2n - m) 

KXKX 
0,„ 0 

0 — I(2«-m) 
x (24) 

Equation (24) provides two ways to reduce the error e. The 
first is to increase the number of measured states m. As m 
increases toward In the error e decreases, and the case of m 
= In corresponds to all states being measured with e = 0. 
The second method is to design Kx such that the elements 
associated with the measured states are much larger in mag
nitude tan those associated with the unmeasured states while 
the desired performance is maintained. The latter can be 
achieved by minimizing the following performance index, which 
includes the system outputs, r, instead of the system states, x. 

lrr+uwUu)dt (25) 
1 

/ = lim 
T-«,IT 

In Eq. (25), Sr is a positive semidefinite state weighting matrix, 
U a positive definite control weighting matrix, u„ a weighting 
constant, and r is the system output as defined in Eq. (4). 

Linear Quadratic Regulator Design. The physical state is 
related to the modal state through the transformation of Eq. 
(9). This relation may be separated into the real and imaginary 
components and written equivalently, using Eq. (15), as 

x=*0a0±yaa (26) 

where tya = [Yr - Y'] T and a are associated with the reduced-
order model, and ^ 0 and a0 are associated with the full-order 
model. In addition, the relation between a0 and a as 

a = Taa0 (27) 

With this relation, the performance index from Eq. (25) may 
be rewritten as 

i rr 

J= lim — \ >2T)0 
(a'Sara + uwu'Uu)dt (28) 

where Sar = 1&'aC'SrCtya is a weighing matrix associated with 
the retained complex coordinates. The steady-state Ricatti 
equation associated with Eq. (28) is 

QQQ 

Fig. 1 Rotor schematic of three-bearing system 

RaAa + AaRa - RaBaU BaRa + Sar- 0 

and the optimal control law is 

u = - Gau 

where 

Ga=UlB'aRa. 

Introducing Eq. (27) into Eq. (30) provides 

u= -GaTaa0 

Using Eqs. (4) and (26), Eq. (19) can be written as 

ur= -KrC^aa0 

or 

ur- -KrCaa0 

(29) 

(30) 

(31) 

(32) 

(33) 

where Ca = C^a. Similar to the procedure used to obtain Eq. 
(22), the objective here is to determine Kr such that ur in Eq. 
(33) is a good approximation of u in Eq. (31) for any selected 
observation matrix C. The least-square solution associated with 
Eq. (31) and (33) is 

Kr=GaTaaa{C„Cfa)-
1 (34) 

The number of measured states of matrix C in Eq. (32) should 
generally be equal to the number of rows in matrix C as defined 
in Eq. (28) for best performance. One can use less measured 
states, however, than the output r to be minimized in the 
performance index, Eq. (25), but a price of degrading the 
controller performance. In the next section, an example is given 
for demonstration of the proposed procedure. Several possible 
choices for the perfomance index are also tested with this 
example for comparison purposes. 

Example 

Simulations are performed on a large-order rotordynamic 
system so as to test the optimal active control procedures pre
sented above. The test rotor configuration is shown in Fig. 1 
and it consists of four rigid disks, three isotropic bearings, and 
twelve rotating shafts elements. The discrete model of this 
system is a finite element based model (Nelson and McVaugh, 
1976), and it utilizes 13 stations and 2 translation (Vj, WJ) and 
2 rotation (Bj, TJ) coordinates at each station j ( /=1 , 2, ..., 
13) for a total of 52 degrees of freedom. The geometric and 
material properties are listed in Tables 1 and 2. The mass 
unbalance for this system is assumed to be localized at each 
disk and is arbitrarily chosen in phase and of equal eg eccen
tricity. A plot of the natural frequencies of whirl versus the 
rotor spin speed is presented in Fig. 2. The first three forward 
critical speeds are 649, 872, 1320 rad/s and the first three 
backward critical speeds are 479, 718, 949 rad/s. 

The control inputs are taken as translation forces at station 
7 in the perpendicular Y, Z directions. The modal displacement 
of station 7 is relatively large for each of the first several modes. 
In the simulations presented here, a spin speed of 649 rad/s 
is chosen such that it coincides with the first forward critical 
speed. The professional modes are circular here since the bear
ings are isotropic and the first three forward modes are shown 
in Fig. 3(a) corresponding tothe spin speed of 649 rad/s. The 
right eigenvectors associated with these precessional modes are 
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Table 1 Mass properties of rigid disks 

Station Mass Polar Inertia Transverse Inertia eg Eccentricity 
No. (Kg) (Kg-m2) (Kg-m2) (urn) 

1 
4 
5 
12 

11.38 
7.88 
7.70 
21.70 

19.53 
16.70 
17.61 
44.48 

9.82 
8.35 
8.80 

22.24 

25.4 
25.4 
25.4 
25.4 

Table 2 Shaft and bearing information 

Station 
No. 

Axial Distance 
to Station (cm) 

Other Properties 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 

0.0 
4.29 
8.89 
10.49 
20.17 
27.69 
44.20 
59.44 
74.68 
89.92 
105.16 
120.14 
127.94 

shaft Inner Radius = 1.68 cm 
Outer Radius = 2.95 cm 
Elastic modulus = 2.069x10' 
Density = 8193.0 Kg/m3 

bearing : 
k, =k 2 =k 3 = 175xl05N/m 
c, = c2 = c3 = 900N-Sec/m 

N/m2 

Natural frequency (rad/s) 

Spin speed (rad/s) 

Fig. 2 Whirl speed map 

i&^ri 
Axial Position (m) 

Fig. 3(a) Forward precessional modes (first three modes at 649, 854, 
and 1177 rad/s) 

A /^~~-] 

//L., 
m o d e 2 ' 

^-"""X ^ V -

\ 

Axial Position On) 

Fig. 3(b) Normal modes (first three modes at 561, 796, and 1070 rad/s) 

Fig. 3 System mode shapes 

IV1 2 /u7 l(nm/Nt) 

' ^ ' °* Frequency (rad/s) 

Fig. 4(a) Normal mode reduced model (twelve eigenvalues retained) 

used in designing the controller for the complex mode ap
proach. The normal modes are independent of the rotor spin 
speed and are obtained from the undamped symmetric eigen
value problem related to Eq. (1). The first three planar modes 
are also displayed in Fig. 3(b) and provide a graphic compar
ison with the gyroscopic influenced precessional modes. It 
should be noted that the superposition of two planar normal 
modes of the same frequency and amplitude can form a for
ward or backward whirling mode of the same frequency de
pending on the phasing. The three planar normal modes in 
Fig. (3b) are retained for both the horizontal and vertical planes 
for the controller design using normal modes. This is equivalent 
to retaining three forward and three backward precessional 
modes where the forward-backward pair are of the same fre
quency. 

The frequency response functions of the y-direction dis
placement at station 12 due to the F-direction force input at 
station 7, associated with the reduced-order model (12 states), 
are plotted in Fig. 4 for both the complex and normal model 
approaches. The corresponding frequency response function 
for the original 52 degree-of-freedom system is also included 
in these graphs. The reduced-order frequency response func
tions are both quite accurate at the low-frequency range with 
slightly better accuracy when using complex modes. As the 
frequency increases above the highest retained frequency mode, 

IV,2 /u7 l(um/Nt> 

' o ' i o* Frequency (rad/s) 

Fig. 4(b) Complex mode reduced model (twelve eigenvalues retained) 

Fig. 4 Frequency response functions of reduced models 

both reduced-order functions deteriorate as expected. Note 
that the complex modes are eigenmodes of the asymmetric 
system while the normal modes are assumed modes. 

The controlled and uncontrolled time responses, which are 
associated with Eq. (25), from stations 1, 7, and 12, and the 
control input forces (Y and Z directions) from station 7 of the 
original systems, Eq. (2), for measurements from different 
numbers of stations are shown in Fig. 5. In this work, four 
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Vftim) 

o 0.02 o-oi 0.06 O.OB 0.1 fune (sec) 

Fig. 5(a) Uncontrolled responses at stations 1, 7, and 12 

Vftim) 

0.02 0.04 0.06 0.08 °-1 Time (sec) 

Fig. 5(b) Controlled responses: full-state measurements 

°-1 Time (sec) 

Fig. 5(e) Controlled responses: twelve measured states from stations 
1, 7, and 12 

Control Force (Nt) 

0.06 O.OS ° 'Time(Sec) 

Fig. 5(/) Control forces: full-state measurements 

-StaCon 12 

Control Force (Nl) 

o 0.02 o.o<i o.o6 o.oa o. i Time (sec) 

Fig. 5(c) Controlled responses: four measured states from station 7 

Vftrm) 

o.os o. i Time (sec) 

0.02 O.Oa o.os o.os ° 'Time(Sec) 

Fig. 5(g) Control forces: four measured states from station 7 

Fig. 5 Responses of the original system 
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Fig. 5(d) Controlled responses: eight measured states from station 7 Fig. 6 Eigenvalues of closed-loop system: various numbers of meas-
and 12 ured states 

measured states are made per selected station, and they are 
the two translational displacements and two translational ve
locities in Y, Z directions. Sar is chosen to be an identity matrix 
and uw is selected as 10 ~7 in this example. Figure 5 shows that 
the controller performance associated with eight measured 
states (stations 7 and 12) are almost the same as those from 

twelve measured states (stations 1,7, and 12), while the con
troller performance from four measured states (station 7) shows 
only slight degradation. Figure 6 shows the eigenvalues of the 
closed-loop systems for different numbers of measured states. 
In addition to slight degradation of the performance, using 
smaller number of measured states also causes a less stable 
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closed-loop system based on the set of eigenvalues closest to 
the imaginary axis in Fig. 6. 

Simulation of the time response for the controller system 
using a design based on minimizing the performance index Eq. 
(35) and Eq. (36) was performed; however, the results are stated 
below without showing the responses due to the limitation of 
paper length. For both performance indexes, Eqs. (35) and 
(36), the magnitude of the weighting matrices is selected such 
that the control input magnitude is limited. The performance 
of these two controllers is about the same as the associated 
with a controller designed by minimizing Eq. (25); however, 
the controller associated with Eq. (36) provides slightly better 
results: 

1 CT 

Jx= lim — I (x'Sxx+uwu'Uu)dt (35) 
7"—00 L I JQ 

J„= lim — (a'Saa + uwu'Uu)dt (36) 
r -oo2i 

Note that all of the LQ regulators are solved in complex 
mode coordinates, Eq. (16), through a modal transformation, 
and only the lowest twelve eigenvalues are retained. Also, the 
state weighting matrices Sr, Sx, and Sa are selected to be identity 
matrices, and Sr and Sx are then transformed into complex 
mode coordinates. Sa is associated with modal coordinates 
throughout the analysis, and u„ is selected to be 10~7 for both 
cases. 

No spillover problems were found for all the collocated 
configurations simulated, and this was also true for simulations 
at spin speeds of 600, 800, and 1000 rad/s. However, the 
following noncollocated configurations were tested and re
sulted in spillover instability: twelve measured states from sta
tions 1,5, and 12; eight measured states from stations 1 and 
12; four measured states from station 12 each with two control 
forces at station 7. Spin speeds of 649 and 900 rad/s were 
utilized in these noncollocated configurations. 

Conclusions 
This work introduces a systematic complex-mode procedure 

for coordinate reduction of high-order asymmetric dynamic 
systems, and for their optimal control system design. The co
ordinate transformation matrices are derived so that an LQ 
regulator can be designed. For asymmetric dynamic systems, 
the normal mode approach for reduction of the equation order 
does not decouple the system equations, while the complex 
mode approach provides full coordinate decoupling. The com
plex mode approach is computationally more involved than 
the normal mode approach; however, the procedures are still 
straightforward, and result in improved accuracy. 

Full-state measurement for high-order systems is usually not 
possible. In order to utilize full-state feedback control real
istically, either an observer or an "optimal output feedback" 
procedure can be used. The advantage of using an observer is 
that the control system only requires the measurement of a 
small number of system responses so long as the open-loop 
system is observable. This is desirable for physical systems 

with limited sensor accessibility. A disadvantage, however, is 
that the closed-loop system might be quite sensitive to certain 
system parameter variations (Ridgy and Banda, 1986), and the 
process of obtaining the estimation of all the states requires 
particularly fast computational equipment. This is especially 
difficult for high-speed rotor systems. 

The "output feedback" procedure as presented by Palazzolo 
(1989) provides the advantage that on-line state estimation (an 
observer) is not.required; however, the number of sensors must 
be at least as large as the number of eigenvectors retained in 
the reduced order model, i.e., three locations along the shaft 
were monitored for a reduced model with twelve eigenvalues 
to control the vibration. The proposed LQR-based least-squares 
output feedback procedure eliminates the limitation on the 
number of sensors while providing acceptable performance. 
The lateral vibrations of a rotor system can be effectively 
controlled, based on the simulation results, by monitoring one 
single location along the shaft for a given spin speed. One 
disadvantage is that the required accuracy cannot be considered 
before performing the design procedure, and improper selec
tion of the measured responses may destabilize the closed-loop 
system. The use of either an observer or an "optimal output 
feedback" method may introduce additional stability prob
lems, such as the stability robustness for the closed-loop control 
system, which need to be considered in the optimal control 
design of a particular problem. 
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LQR-Based Least-Squares Output 
Feedback Control of Rotor 
Vibrations Using the Complex 
Mode and Balanced Realization 
Methods 
The complex mode and balanced realization methods are used separately to obtain 
reduced-order models for general linear asymmetric rotor systems. The methods are 
outlined and then applied to a typical rotor system represented by a 52 degree-of-
freedom finite element model. The accuracy of the two methods is compared for 
this model and the complex model method is found to be more accurate than the 
balanced realization method for the desired frequency bandwidth and for models 
of the same reduced order. However, with some limitations, it is also shown that 
the balanced realization method can be applied to the reduced-order complex mode 
model to obtain further order reduction without loss of model accuracy. A "Linear-
Quadratic-Regulator-based least-squares output feedback control" procedure is de
veloped for the vibration control of rotor systems. This output feedback procedure 
eliminates the requirement of an observer for the use of an LQ regulator, and 
provides the advantage that the rotor vibration can be effectively controlled by 
monitoring only one single location along the rotor shaft while maintaining an 
acceptable performance. The procedures presented are quite general and may be 
applied to a large class of vibration problems including rotordynamics. 

Introduction 
The control system design for asymmetric rotordynamic sys

tem initially requires the development of a discrete mathe
matical model. For most realistic rotor systems these models 
are typically tens of degrees of freedom. Active control of 
lateral vibrations in rotordynamic systems has been studied by 
many researchers within the last several years. Several re
searchers have successfully used the normal mode approach 
to obtain a reduced-order system from an original high-order 
model. These normal modes do not include gyroscopic and/ 
or circulation effects and as a result they do not decouple the 
asymmetric system equations. This work introduces a consec
utive application approach of the complex mode procedure 
(Fan and Nelson, 1991) and the balanced truncation method 
(Moore, 1981) to deal with such systems in the process of LQR 
design. 

A full-state feedback control system does not require an 
observer and this is a primary motivation for using an optimal 
output feedback technique. In addition, the use of an observer 
has the following disadvantages: (a) Very high-speed com-

Contributed by the International Gas Turbine Institute and presented at the 
37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany, June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute January 16, 1992. Paper No. 92-GT-9. Associate Technical 
Editor: L. S. Langston. 

putation is needed for on-line state estimation, and this is 
especially difficult to implement for high-speed rotor systems. 
(b) The cost is much higher for fabrication of an observer 
than for implementation of an optimal output feedback pro
cedure, (c) Many more components are required for an ob
server than for an output feedback controller, and this results 
in less accuracy and less reliability. This work introduces an 
"LQR-based least-squares output feedback control" proce
dure for the vibration control of rotor systems to eliminate 
the requirement of an observer while using the LQR control. 

Moore (1981) has shown that every system can be brought 
to a balanced form via a balancing transformation, and then 
a reduced-order model can be obtained by truncating the states 
associated with the smaller controllability (or observability) 
grammians. This balancing procedure was tested on two ex
ample systems that possess real eigenvalues, and was proved 
to produce accurate reduced-order models. Laub et al. (1987) 
presented an algorithm for computing the balancing transfor
mation matrix directly from any given state space realization. 
Safonov and Chiang (1988) introduced another algorithm for 
implementing the balancing and truncation model reduction 
procedure presented by Moore (1981), but unlike Moore's orig
inal algorithm, these algorithms bypass the numerically delicate 
preliminary step of computing a balanced realization of the 
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system. In other words, a not-necessarily-balanced state-space 
realization of Moore's reduced model can be computed directly 
without balancing the system first. 

Palazzolo et al. (1989) experimentally demonstrated the suc
cess of an output feedback procedure with the limitation that 
the number of measured states has to be equal to the number 
of eigenvalues retained in the reduced-order model. He studied 
the active control of transient lateral rotor vibrations due to 
a sudden change in imbalance, such as caused by loss of a 
blade, by utilizing optimal control methods. A seven-mass 
rotor system was considered and a normal mode approach was 
used to obtain a reduced-order model. Comparisons of re
sponses were made for various configurations of sensors and 
actuators. The spillover effect was examined by comparing 
results from collocated and noncollocated sensor configura
tions. Results were verified by experimental work. A filter was 
used in the experiments to prevent spillover effects for the 
noncollocated case. In the particular example used in his work, 
the number of measured states is 12, which is equal to the 
number of eigenvalues in the reduced-order rotor model. The 
least-squares output feedback procedure presented in this work 
requires only 4 measured states (instead of 12) from one single 
location while providing an acceptable performance. 

Salm and Schweitzer (1984) discussed the modeling and con
trol of a flexible rotor using magnetic bearings. They used a 
normal mode approach to obtain a reduced-order system, and, 
based on this system, designed an output feedback controller 
that guarantees the closed-loop stability for the original high-
order system despite some spillover effects. Ulsoy (1984) in
vestigated an optimal active control scheme by pole assignment 
and the effects of observation and control spillover in a trans
lating elastic system. His method was verified by using sim
ulation results of two examples based on both physical 
coordinates and normal mode coordinates, respectively. 

Cannon and Schmitz (1984) studied the precise control of a 

one-armed flexible manipulator without gyroscopic effects. 
They used a normal mode transformation to obtain a reduced-
order model, and then designed an optimal controller based 
on this model. The system modal parameters in their work 
were measured and they were successful in experimentally ver
ifying the validity of the proposed approach. 

In this present work, the LQR-based least-squares output 
feedback controllers are designed based on the reduced-order 
model by using the complex mode and balanced realization 
methods. Controlled responses of the original high-order sys
tem with the reduced-order controllers are shown for com
parison purposes. A 52 degree-of-freedom finite element based 
model for a rotordynamic system is used as an example to 
illustrate the proposed procedure. 

System Equations 
The general linear matrix equation of motion of an nth order 

rotordynamic system, in terms of physical coordinates, is of 
the form 

Mqq + Dqq+Kqq=f+Pu (1) 

The Mq, Dq, and Kq arrays represent the mass, dissipation/ 
gyroscopic, and stiffness/circulation properties of the rotor 
system. TheM, array is usually symmetric and positive definite 
while the Dq and Kq arrays are generally asymmetric. These 
asymmetric arrays can be written as the sum of a symmetric 
and skew-symmetric component. The symmetric part of the 
Dq array is referred to as the dissipation matrix while the skew-
symmetric part is the gyroscopic matrix. The symmetric part 
of the Kg array is the system stiffness matrix while the skew-
symmetric part is referred to as the circulation matrix. In 
addition, Dq and Kq are generally a function of the rotor spin 
speeds. The excitation force/is usually dominated by harmonic 
terms associated with the synchronous rotating unbalance of 

N o m e n c l a t u r e 

A 
B 

C = 
D = 

E = 
/ = 

G = 

/ = 
J = 
k = 
K = 

m = 
M = 
n = 
P = 

q = 

system matrix (In x 2ri) 
control distribution matrix 
(2n x r) 
bearing damping coeffi
cient 
output matrix (mx2n) 
dissipation/gyro matrix 
(nxn) 
elastic modulus 
unbalance force vector 
( n x l ) 
optima] gain matrices 
(rx2n), system transfer 
function 
identity matrices (nxn) 
performance index 
bearing stiffness 
stiffness/circulation matrix 
( n x n ) 
number of outputs 
mass matrix (nxn) 
system order 
control distribution matrix 
(nxr) 
physical coordinate vector 
( n x l ) 
measurement vector 
(m x 1), number of con
trol forces 

V, 

X, Y, 

R = 

S = 

T = 

U = 

u = 

W = 
W = 

x = 
Z = 
y = 
Y = 

z = 
z = 
a = 

r = 
f = 

x = 
2 = 

a = 
<t> = 

solution to Ricatti equa
tions (In x 2n) 
state weighting matrix 
(2nx2n) 
time, transformation ma
trix (4nx2«) 
control weighting matrix 
(rxr) 
control force vector 
(rx 1), weighting constant 
Y, Z translations 
controllability and observ
ability grammiam 
state vector (In x 1) 
fixed reference 
right eigenvector 
system right eigenvectors 
(modal matrix) 
left eigenvector 
system left eigenvectors 
(modal' matrix) 
state vector (subset of f) 
Y, Z rotations 
complex mode coordinate 
vector 
eigenvalue 
controllability and observ
ability grammiam 
singular value 
eigenvector 

¥ = 

Subscripts 
1, 2, 3 = 

b = 
c = 
j = 
0 -
r = 

L = 
a = 

f = 

complex mode transfor
mation matrix 

bearing indices 
balanced system 
controllability 
station indices 
observability 
balanced reduced-order 
system 
left inverse 
corresponding terms asso
ciated with a 
corresponding terms asso
ciated with complex mode 
coordinate 

Superscripts 
- 1 = 

/ = 
r = 
t = 
• = 

= 

= 

inverse 
imaginary part 
real part 
transpose 
d/dt 
number of coordinates 
retained in complex mode 
method 
number of coordinates 
retained in balanced trun
cation method 
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the rotating assembly. The P array identifies the physical lo
cation of the external forces included in the control vector u. 
The speed dependency of the unbalance forces, gyroscopic 
moments, and the bearing forces also requires spin speed de
pendency for the control action. In first-order state form, Eq. 
(1) is written as 

x=Axx+Bxu+Wxf (2) 

where x=[q' q'\'\s the system state and Bx = WXP is the control 
matrix with 

Ax = 
M~'Dq -M'lK, 

I 0 
and Wy = 

M, 
(3) 

The partial state measurements represented by the vector r are 
expressed by an output equation of the form 

r=Cxx (4) 

Modal Reduction 

Complex Mode Approach. A mode transformation, based 
on the physical coordinate state form of the system equations, 

In < In 

* = ! ? = j^yjtj (5) 
y'=i 

is defined where the columns of Y contain the complex right 
eigenvectos yj (j= 1, 2 In) of the system. These vectors 
are obtained from the eigenvalue problem associated with the 
homogeneous form of Eq. (2), i.e., 

{Ax-\jl)yj = 0 (6) 
where X; is the/'th eigenvalue of the system associated with the 
right eigenvector yj. Let Z represent a matrix of complex left 
eigenvectors Zy (y= 1, 2, ..., 2/5), which are obtained from the 
adjoint eigenvalue problem 

(Ax-\fl)zj = 0 (7) 

where A/ is the conjugate of Ay. It is convenient to binormalize 
the dual set of right and left eigenvectors so that Z'Y=I, then 
this set also satisfies another biorthogonality condition 

Z'AxY=Ai (8) 

where Af is a diagonal array of the system eigenvalues, Ay. 
The eigenvalues from Eq. (6) appear as complex conjugate 

pairs for underdamped modes and are purely real for over-
damped modes. For stable linear systems, the real parts of all 
eigenvalues are nonpositive. The selection of the modes to be 
retained in the transformation of Eq. (5) requires careful con
sideration. The underdamped right eigenvectors appear in 
complex conjugate pairs and the superposition of the corre
sponding eigensolutions provides a real precessional mode so
lution. Thus, the transformation of Eq. (5) would generally 
contain the complex conjugate pair right eigenvectors asso
ciated with the lower frequency precession modes. In addition, 
any purely real modes with relatively large time constants would 
also be retained. A verification of the accuracy of a particular 
choice, however, can only be obtained by comparison with 
other choices and experience with particular types of appli
cations. 

The substitution of the transformation of Eq. (5) into the 
state equations, Eq. (2), and premultiplication by Z', and use 
of the biorthogonality conditions gives the reduced-order 
(2n<2n) state model 

\ = A^+Btu+Wtf 

r=CYt 

where At=Z'AxY, Bf=Z'Bx, Wt=Z' Wx. The control u and 
excitation / are real while the other elements of this state 
equation are in terms of complex quantities. Since most readily 
available computational procedures are written in real form, 

(9) 

it is convenient to separate Eq. (9) into real and imaginary 
parts. Equation (9) may then be written as 

A\ ~A\ B\ 
B\ 

u + W'i- / 

r=C[Yr-Y'] 

or 

f (10) 
li't'+Bt'u+Wt'f 

r=CY{>? 

where the order has been increased to An. 
At this point, the analysis is restricted to only those systems 

that possess solely underdamped modes. In this case the modes 
appear only in complex conjugate pairs and it is possible to 
reduce the 4n order of Eq. (10) back to In. This is accomplished 
by noting the following relation: 

= 
~T o" 

0 V 
a 

a' 

or 
i' = Ta (ID 

Both Tr and T' arrays consist of In rows and n columns of 
zero elements except for 

' ( 2 j - l , j V l = T(2jJ) for 7 = 1 , 2 , 3 , . . . , /? , 

and 

T[v- i j) ~ 1 - ~ Tlvj) for y '=l , 2, 3 n. 

The elements of f and f' consist of the real and imaginary 
parts of the elements f for the odd j integers (i.e.,y'= 1, 3 
( 2 « - 1)). Thus, the relation of Eq. (1) is simply a method of 
retaining only one of the modal coordinates associated with 
each retained complex conjugate pair. In this application, the 
modal coordinates with a positive imaginary part are retained. 
The introduction of relation (11) into Eq. (10) and premulti
plication by the left inverse of T (see Noble and Daniel, 1977, 
pp. 15-17) gives 

a=Aaa + Bau+ WJ 

r=Caa 

Ba = TL B{ where Aa=T£lArT, 
C„ = CYf,T. 

Wa=TL~lWr 

(12) 

and 

It is useful here to also note the identity 2TL = T'. 

Balanced Realization Method. The model reduction pro
cedure outlined below is summarized from the papers by Moore 
(1981), Laub et al. (1987), and Safonov and Chiang (1988). 
Consider the physical state form of the equations of motion, 
Eq. (2), without including the unbalance forces, 

x=Axx+Bxu (13) 

r=Cxx (14) 

Assume that the system is asymptotically stable and define 
the controllability grammian as 

Wc= lim 
r-oo 

TBB'eA'T)dT 

and the observability grammian as 
-T 

w, f̂0 = l im f 
T-—<x> J Q 

(eA'TC'CeAr)dr 

(15) 

(16) 

Also, Wc and W0 satisfy, respectively, the following algebraic 
Lyapunov equations: 

AxWc+WcAx+BxB'x=0 (17) 

AxWo+WoAx+C'xCx = 0 (18) 
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The state space representation is said to be balanced over the 
interval [0, oo] if wc=W0 = "E for some diagonal matrix E. 
Moore (1981) has shown that every system can be brought to 
a balanced form via a matrix transformation. In other words, 
Eqs. (13) and (14) can be rewritten, by introducing x= Tbxb, 
as 

xb = Abxb + Bbu (19) 

r=Cbxb (20) 

where xb is the balanced state, Ab= Tb
lAxTb, Bb=Tb'Bx, 

Cb = CxTb, and Tb is the balanced transformation matrix from 
the balanced states xb to the physical states x, and is obtained 
by using the procedure proposed by Laub et al. (1987). Fur
thermore, the following model reduction scheme is proposed: 
Assume that the diagonal entries of E are ordered as 
OI>O2>0}>L • • • >o2„ and that is is possible to partition E as 
H = diag(Si, S2), where the dimension of Si is 2(n-n), £2 is 
In, and a2(n-n) is much larger than <J2<n-«) +1- Let the balanced 
system matrices in Eqs. (19) and (20) be partitioned as 

Ab\\ ^ M 2 

^4ft21 ^622 
Bh = 

Bb\ 

Bm. 
and Cb = [Cbl Cb2] (21) 

The balanced reduced-order model, by neglecting all the states 
associated with <J2(„-n) + \...o2n, is defined as below: 

xbr = Abrxbr + Bbru (22) 

r=Cbrxbr (23) 

where Abr = Abn, Bbr = Bbl, and Cbr = Cbl. Physically, this pro
cedure neglects the In weakly controllable/observable states 
in the system. Moore (1981) proved that the reduced-order 
model is minimal and balanced with both controllability and 
observability grammians equal to Si. Glover (1984) proved 
that the reduced-order model Gbr(s) satisfies the frequency 
domain infinity-norm (Noble and Daniel, 1977) error bound 

2« 

WGx(s)-Gbr(s)\\x<2 2 °i f o r all 5 ( =yco) (24) 
j = 2ll+l 

where Gx(s) = Cx(sI-Ax)'
lBx, Gbr(s) = Cbr(sI-Abr)'

[Bbn 

<jj are the diagonal elements of S and are equal to 

a,.= [\y.(E'S!]1/2 

where X/JS'S) denotes thej'th eigenvalues of (S'S). Note that 
Eq. (24) implies that the infinity norm of the error of the 
impulse responses between the reduced-order and original-or
der models is limited to the trace of S; in other words, the 
reduced-order model has an impulse response that approxi
mates the impulse response of the original-order model under 
the condition defined in Eq. (24). 

Unfortunately, the balanced model reduction procedure is, 
in general, not a good choice for high-order lightly damped 
mechanical systems. The simulation result of this method on 
a 52 degree-of-freedom rotor system shows that the resulting 
reduced-order model is not accurate within the operating fre
quency range at all. However, the balancing method can be 
applied to a complex mode (or normal mode) reduced-order 
model to obtain a further model reduction without loss of 
model accuracy if the complex mode reduced-order model 
possesses weakly controllable/observable states. The following 
section outlines the formulation for this consecutive applica
tion of the complex mode and balanced realization methods. 
The "combined method" will be used to represent this type 
of procedure in the rest of this work. The consecutive appli
cation of normal mode and balanced realization methods can 
be done in a similar process, and will not be presented here. 

Combined Method. We start with a complex mode re
duced-order model as defined in Eq. (12), without the unbal
ance force term included, and introducing 

a=Tbaxba (25) 

where Tba is the balanced transformation from the balanced 
states to the complex modal states. Then, the balanced system 
based on the complex mode reduced-order model can be written 
as 

xba ~ A ba Xba + Bba II 

I ^ba Xba 

where Ab„ = Tb£AnThn, Bba = TbjBa, and Cbl 

(26) 

(27) 
iba= Jba-fta* Aa> Dba= 1 baDa> anu Cfta= CaTba. By ne

glecting the In weakly controllable/observable states, the fur
ther reduced model of order (2/5-2«) can be obtained in a 
similar process as Eqs. (22) and (23), and can be written as 

xr = ArXr + Bru (28) 

r=Crxr (29) 

where An Br, and Cr are the retained parts in Aba, Bba, and 
Cba, respectively, and are associated with the retained states 
in xba. 

The physical state, x, is related to the complex modal state 
through the transformation of Eqs. (5) and (11). Equation (5) 
may be separated into the real part and imaginary components 
and written equivalently, using Eq. (11), as 

x=^aa (30) 

where 

^a=[Yr-Y']T (31) 

The transformation between xr defined in Eq. (28) and the 
original physical state x can be obtained from Eqs. (25) and 
(30), and can be written as 

' xr 
X •— 1 xr Xba ~ * xi 

0 
= Trxr 

where Txr=^aTba, and Tr consists of the first (2fi 
umns of 71,. 

(32) 

-In) col-

Optimal Output Feedback Controller Design 

Basic Concept. The following explanation of the procedure 
used in designing the control system is presented in terms of 
physical coordinates. The same procedures, however, can also 
be developed in terms of the complex mode coordinates and 
balanced coordinates. Equation (2), without the unbalance 
forcing term Wxf, is 

x=Axx + Bxu (33) 

For a full-state linear feedback control, the control input, 
associated with the physical state x, can be written as 

ux= -Kxx (34) 

where Kx is a state feedback gain matrix, which is obtained 
based on minimization of the selected performance index to 
provide a desired performance. Practically, we can either meas
ure all required states or use an observer to reconstruct the 
required states; however, the former involves a large number 
of sensors for large-order systems and the latter requires high
speed computation for on-line state estimation. The following 
provides a procedure to avoid the above practical problems. 
The objective here is to obtain a control input, associated with 
the system output r, 

ur=-Krr (35) 

such that ur=ux. An error vector e = ux- ur is defined and the 
introduction of relations from Eqs. (4), (34), and (35) with the 
assumption that the Cx is properly selected such that the output 
of the least-squares controller approaches that of the full-state 
feedback controller, then provides 

e=(Kx-KrCx)x (36) 
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It is seen here that for the case when Introducing Eq. (42) into Eq. (46), we have 

Kr Cx - Kx (37) 

the error vector e is null. Unfortunately Eq. (37) does not hold 
unless Cx is an identity matrix (or equivalently r = x), and Kr 

and Kx are of the same size. Practically, the size of Kr is much 
smaller than that of Kx, because the number of sensor locations 
is usually severely limited. A least-squares solution based on 
minimizing the quadratic error (K,Cx-Kx)(KrCx-Kx)' can 
be obtained (Noble and Daniel, 1977, p. 69); however, as shown 
below 

Kr~KxCx(CxCx) (38) 

It is possible to arrange the order of the elements of the state 
vector x such that the observation matrix Cx has the following 
form: 

C,= [/,„ 0] (39) 

where m is the number of independent measured states. Sub
stituting Eqs. (38) and (39) into Eq. (36), and utilizing the fact 
that CxC'x = m, we have 

ml xf 
0 

' ( 2 n - m ) . 

KXKX 
0 

-I{2n-m). 
(40) 

Equation (40) provides two ways to reduce the error e. The 
first is to increase the number of measurements in. As m 
increases toward 2« the error e decreases, and the case ofm = 2n 
corresponds to all states being measured with e = 0. The second 
method is to design Kx such that the elements associated with 
the measured states are much larger in magnitude than those 
associated with the unmeasured states while the desired per
formance is maintained. The latter can be achieved by mini
mizing the following performance index, which includes the 
system measurements, /•, instead of system states, x, for certain 
areas such as rotor systems 

y = l i m - L f (r'Srr+uwu'Uu)dt (41) 
T— co Zil J o 

where Sr is a positive semidefinite state weighting matrix, U is 
a positive definite control weighting matrix, uw is the weighting 
constant, and system output r is defined in Eq. (4). 

Least-Squares Output Feedback Design 

1 Complex Mode Method. The physical state is related to 
the modal state through the transformation of Eq. (5). Equa
tion (5) may be separated into the real part and imaginary 
components and written equivalently, using Eq. (11), as 

x±¥aa (42) 

where 

* a = [Y r-Y' ' ]T (43) 

With this relation, the performance index from Eq. (41) may 
be rewritten as 

1 [T 

J= lim —- I (aTSara + u„u'Uu)dt 
T~<»2y JQ 

where Sar=^f'aC'SrC^a is a weighting matrix associated with 
the retained complex coordinates. The steady-state Ricatti 
equation associated with Eq. (44) is 

RaAa + A'aRa RaBaU~ lB'aRa + Sar=0 (45) 

and the optimal control law can be written as 

u= — Gaa 

where 

(46) 

w = - G a a (47) 

Using Eqs. (4) and (42), we can rewrite Eq. (35) as 

«,= -KrCx*aa (48) 

or 

ur= -KrCaa (49) 

where Ca = Cx^a. Similar to the procedure used to obtain Eq. 
(38), the objective here is to determine Kr such that ur in Eq. 
(49) is a good approximation of u in Eq. (47) for any selected 
observation matrix C. The least-square solution associated with 
Eqs. (47) and (49) is 

(50) *^-r t f H L t t ^ L a ^a) 

Note that the number of measured states associated with matrix 
Cx in Eq. (32) should generally be equal to that of matrix C 
in Eq. (44) for best performance; however, one can use less 
measured states than the output r to be minimized in the per
formance index, Eq. (41), but at a price of degrading the 
controller performance. 

2 Combined Method. The physical state x is related to the 
balanced reduced model state xt through the transformation 
of Eq. (32). With this relation, the performance index from 
Eq. (41) may be rewritten as 

J= lim — 1 (x'rSxrxr + — u'Uu) 
r-oo27j0 y u„ ) 

dt (51) 

where Sxr=Tr'C'SrCTr is a weighting matrix associated with 
the retained complex coordinates. The steady-state Ricatti 
equation associated with Eq. (51) is 

RrAr+A'rRr-—RrBrU- lB'rRr + Sxr = 0 (52) 
u„ 

and the optimal control law can be written as 

u= -Gxrxr (53) 

where Gxr= UlB'Rr. Using Eqs. (4) and (32), we can rewrite 
Eq. (35) as 

Ur &Xrt" l^xr^x* r%r (54) 

or 
ur = -KxrCxrxr (55) 

where Cxr=CxTr. Similar to the procedure used to obtain Eq. 
(38), the objective here is to determine Kxr such that ur in Eq. 
(55) is a good approximation of u in Eq. (53) for any selected 
observation matrix Cx. The least-squares solution associated 
with Eqs. (53) and (55) is 

Kxr = GxrCxr (CxrCxr) (56) 

Similar to the complex mode procedure, the number of meas
ured states of matrix Cx in Eq. (54) should generally be equal 
to that of matrix C in Eq. (51) for best performance; however, 
one can use less measured states than the output r to be min
imized in the performance index, Eq. (44) or (51), but at a 
price of degrading the controller performance. In the next 
section, an example is given for demonstration of the proposed 
procedure. 

Example 

Simulations are performed on a large-order rotordynamic 
system so as to test the optimal active control procedures pre
sented above. The test rotor configuration is shown in Fig. 1 
and it consists of 4 rigid disks, 3 isotropic bearings, and 12 
rotating shaft elements. The discrete model of this system is 
a finite element based model (Nelson and McVaugh, 1976), 
and it utilizes 13 stations with 2 translation (Vh Wt) and 2 
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Natural frequency (rad/s) 

QOQ) Q 

8 9. 10 11 12 

k 3 : 

Fig. 1 Rotor schematic of three bearing system 

Table 1 Mass properties of rigid disks 

Station Mass Polar Inertia Transverse Inertia eg Eccentricity 
No. (Kg) (Kg-m2) (Kg-m2) (urn) 

1 
4 
5 
12 

11.38 
7.88 
7.70 

21.70 

19.53 
16.70 
17.61 
44.48 

9.82 
8.35 
8.80 

22.24 

25.4 
25.4 
25.4 
25.4 

Table 2 Shaft and bearing information 

Station Axial Distance 
No. to Station (cm) 

Other Properties 

2 
3 
4 
5 
6 

7 

8 
9 
10 
11 
12 
13 

4.29 
8.89 

10.49 
20.17 
27.69 

44.20 

59.44 
74.68 
89.92 
105.16 
120.14 
127.94 

shaft: Inner Radius = 1.68 cm 
Outer Radius = 2.95 cm 
Elastic modulus = 2.069x1011 N/m2 

Density = 8193.0 Kg/m3 

bearing : 
k, =k 2 =k 3 = 175 x10s N/m 
c, = c, = c, = 900 N-Sec/m 

Spin speed (rad/s) 

Fig. 2 Whirl speed map 

Amplitude 

„ 

/ 

yf 
/ 

1..,, 

\v 
\ 

Axial Position (m) 

a. First 3 forward precessional modes (at 649, 854, and 1177 rad/s) 

Amplitude 

Axial Position (m) 

b. First 3 backward precessional modes (at 450, 728, and 985 rad/s) 

rotation (Bj, Tj) coordinates at station j (j= 1, 2, ..., 13) for 
a total of 52 degrees of freedom. The geometric and material 
properties are listed in Tables 1 and 2. The mass unbalance 
for this system is assumed to be localized at each disk and is 
chosen in phase and of equal eg eccentricity. A plot of the 
natural frequencies of whirl versus the rotor spin speed is 
presented in Fig. 2. The first three forward critical speeds are 
649, 872,1320 rad/s and the first three backward critical speeds 
are 479, 718, and 949 rad/s. 

The control inputs are taken as translational forces at station 
7 in the perpendicular Y, Z directions. The modal displacement 
of station 7 is relatively large for each of the first several modes. 
In the simulations presented here, a spin speed of 649 rad/s 
is chosen such that it coincides with the first forward critical 
speed. The precessional modes are circular here since the bear
ings are isotropic and the first three backward and forward 
modes are illustrated in Fig. 3 corresponding to the spin speed 
of 649 rad/s. The right eigenvectors associated with these 
precessional modes are used in designing the controller for the 
complex mode approach. The normal modes are independent 
of the rotor pin speed and are obtained from the undamped 
symmetric eigenvalue problem related to Eq. (1). The first three 
planar modes are illustrated in Fig. 3 and provide a graphic 
comparison with the gyroscopic influenced precessional modes. 
It should be noted that the superposition of two planar normal 

Amplitude 

Axial Position (m) 

c. First 3 normal modes (at 561, 796, and 1070 rad/s) 

Fig. 3 System mode shapes 

modes of the same frequency and amplitude can form a for
ward or backward whirling mode of the same frequency de
pending on the phasing. The three planar normal modes in 
Fig. 3 are retained for both the horizontal and vertical planes 
for the controller design using normal modes. This is equivalent 
to retaining three forward and three backward precessional 
modes where the forward-backward pair are of the same fre
quency. 

The frequency response functions of the Y-direction dis-
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IV12/u7l(um/Nt) 

Frequency (rad/s) 
a. Complex mode reduced model (with 12 eigenvalues retained) 

IV,2/u7l(um/Nt) 

'Frequency (rad/s) 

b. Balanced reduced model (with 12 eigenvalues retained) 

V12/u7l(um/Nt) 

'Frequency (rad/s) 
c. Balanced reduced model (with 16 eigenvalues retained) 

IV12/u7l(um/Nt) 

' a Frequency (rad/s) 

d. Combined reduced model (with 10 eigenvalues retained) 

Fig. 4 Frequency response functions of reduced models 

placement at station 12 due to the Y-direction force input at 
station 7, associated with the reduced-order models, are plotted 
in Fig. 4 for the complex mode (12 states retained), the balanced 
realization (12 and 16 states retained), and the combined ap
proaches (10 states retained). The corresponding frequency 
response function for the original 52 degree-of-freedom system 
is also included in the graph. Figure 4(a) shows that the mode 

associated with natural frequency at 852 rad/s has a zero very 
close to the pole, i.e., the zero tends to cancel the pole. Under 
this condition, the balanced truncation method seems to be a 
reasonable choice to eliminate that pairs of pole and zero to 
obtain a further order reduction from a complex mode reduced-
order model. Figure 4(d) shows the combined reduced-order 
frequency response function versus the complex mode reduced-
order transfer function. The reduced-order frequency response 
functions are both quite accurate at the low-frequency range 
for the complex mode and the combined methods. As the 
frequency increases above the highest retained frequency mode, 
both reduced-order functions deteriorate as expected. The re
duced-order transfer functions associated with the balanced 
method along are not good, in general, even at the low-fre
quency range for both cases of 12 and 16 retained states. This 
is because the balanced truncation method neglects the weaker 
controllable/observable states first, and tends to give a re
duced-order model with an approximating impulse response 
to the impulse response of the original high-order model over 
the entire frequency. 

The controlled and uncontrolled time responses of the orig
inal-order system from stations 1,7, and 12, and the control 
input forces (Y direction) from station 7, for measurements 
from different number of stations are shown in Figs. 5 and 6 
for the complex mode and the combined methods, respectively. 
In this work, four measurements are made per selected station, 
and they are two translational displacements and two trans-
lational velocities in the Y-Z directions. The weighting matrices 
Sx and U are chosen to be an identity matrix and u„ is 10 ' 6 

in this example. Figures 5 and 6 show that the controller per
formance associated with 8 measured states (stations 7 and 12) 
are almost the same as those from 12 measured states (stations 
1,7, and 12), while the controller performance from 4 meas
urements (station 7) shows only slight degradation for both 
the complex mode and the combined methods. Also, the per
formance of the combined reduced-order controller. Figure 7 
shows the eigenvalues of the closed-loop systems for different 
numbers of measurements. Apparently, the "LQR-based least-
squares output feedback control" can be considered as an 
alternative way of implementing a full-state feedback control 
for a general high-order system without using an observer, in 
other words, Figs. 1(a) and 1(b) demonstrate-that a desirable 
closed-loop response may be obtained by using this least-squares 
output feedback procedure without having to use a full-state 
feedback, which is important for high-order systems. 

Conclusions 

This work introduces a coordinate reduction procedure by 
consecutively applying the complex mode method and the bal
anced truncation method for high-order asymmetric dynamic 
systems, and for their optimal control system design. Whether 
the balancing method should be applied to a complex mode 
reduced-order model will depend on the number of weak con
trollable/observable states in the reduced model and on the 
desired reduced-model accuracy. The coordinate transfor
mation matrices are derived so that an LQ regulator can be 
designed. 

The balanced truncation method alone is not a good choice 
for a reduced-order model in this particular application of a 
high-order under damped mechanical systems due to the fact 
that it produces an approximating model over the entire fre
quency range. However, it can be applied to a complex mode 
reduced-order model to obtain a further order reduction. 

An LQR-based least-squares output feedback control pro
cedure is presented and is shown to be effective based on the 
simulation results; however, one disadvantage is that the re
quired accuracy cannot be taken into consideration before 
performing the design procedure, and improper selection of 
the measurements may destabilize the closed-loop system. 

Full-state measurement for high-order systems is usually not 
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I. Control forces associated with full measurements 

Control Force (Nt) 

Time(Sec) 
g. Control forces associated with A measurements (station 7) 

Fig. 5 Responses of the original system with complex mode reduced- order controller 
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possible. In order to utilize full-state feedback control real
istically either an observer or an "optimal output feedback" 
procedure can be used. The advantage of using an observer is 
that the control system only requires the measurement of a 
small number of system responses so long as the open-loop 
system is observable. This is desirable for physical systems 
with limited sensor accessibility. A disadvantage, however, is 
that the closed-loop system might be quite sensitive to certain 
system parameter variations (Ridgy and Banda, 1986), and the 
process of obtaining the estimation of all the states requires 

particularly fast computational equipment. This is especially 
difficult for high-speed rotor systems. An LQR-based least-
squares output feedback procedure presented here makes a 
full-state feedback of a high-order system possible without 
using an observer, and eliminates the limitation of sensor num
ber (Palazzolo et al., 1989). Either the use of an observer or 
an "optimal output feedback" method may introduce addi
tional stability problems, such as stability robustness for the 
closed-loop control system, which need to be considered in the 
optimal control design of a particular problem. 

V(um) 

0.02 O.O oo6 o.oe oi Time (sec) 

a. Controlled responses of full measurements 

Time (sec) 
c. Controlled responses of 8 measurements (stations 7 and 12) 

V(|im) V(iim) 

• Time (sec) 

b. Controlled responses of 4 measurements (station 7) 

Time (sec) 

d. Controlled responses of 12 measurements (stations 1, 7, and 12) 

Control Force (Nt) 

o.i Time(Sec) 
e. Y-control forces at station 7 (LQR: full measurement, output feedback: 
4 measurements) 

Fig. 6 Responses of the original system with combined reduced-order controller 
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Electromechanical Simulation and 
Testing of Actively Controlled 
Rotordynamic Systems With 
Piezoelectric Actuators 
Past research on this subject has treated piezoelectric actuators as ideal devices that 
have tip displacements proportional to their input voltages, at any instant in time. 
This assumption neglected phase lag and amplitude change at high frequencies. This 
characteristic of any actuator may lead to coupled control system-structural system 
instability that limits the amount of active stiffness or active damping that can be 
obtained. The paper presents a method for simulating the coupled "electrome
chanical" system to predict rotordynamic stability and unbalance response along 
with control system stability. The piezoelectric actuators and their amplifiers are 
represented as equivalent linear electrical circuits. The electromechanical system 
modeling approach is utilized to correlate test results from a double overhung rotor 
rig at NASA Lewis. The test results also show the effectiveness of the control system 
for suppressing the unbalance response of two modes using active stiffness and active 
damping. 

Introduction 
There are two major strategies in rotordynamic vibration 

control: passive control and active control. Passive control is 
achieved by changing system parameters via passive damping 
components or devices. Some of these devices are Lanchester 
dampers, impact dampers, and squeeze-film dampers. Active 
control uses sensor-actuator systems to produce control forces 
that act directly upon the rotor in response to measured vi
brations. 

Active vibration control has become an area of intense re
search in rotorbearing system dynamics. Research has been 
focused on developing effective active vibration control al
gorithms for machine tools, large space structures, and in 
robots. Significant efforts are being made to apply active vi
bration control (AVC) devices to rotating machinery in the 
petrochemical, aerospace, and power utility industries. The 
advantages of active control over passive, i.e., absorbers and 
dampers, is the versatility of active control in adjusting to a 
myriad of load conditions and machinery configurations. This 
is clearly illustrated when one considers the very narrow band
width over which a tuned spring mass absorber is effective. 
Other possible advantages of AVC include compact size, light 
weight, no lubrication systems needed in the control compo
nents, and operation in high or low-temperature environments. 

Current address: A. C. Compressor, Appleton, WI. 
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36th International Gas Turbine and Aeroengine Congress and Exposition, Or
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
March 4, 1991. Paper No. 91-GT-245. Associate Editor: L. A. Riekert. 

Literature Review 
Electromagnetic shakers and magnetic bearings have been 

used for actuators in the majority of the active vibration control 
research mentioned in the literature. Magnetic bearings force 
the rotor without contact while electromagnetic actuators apply 
forces to the rotor indirectly through the bearings. Schweitzer 
(1985) examined the stability and observability of rotorbearing 
systems with active vibration control, and presented an analysis 
that related force and stiffness to electrical and geometric prop
erties of electromagnetic bearings. 

Nikolajsen et al. (1979) examined the application of magnetic 
dampers to a 3.2 m simulated marine propulsion system. Gon-
dhalekar and Holmes (1984) suggested that electromagnetic 
bearings be employed to shift critical speeds by altering the 
suspension stiffness. Weise (1985) discussed proportional, in
tegral, derivative (PID) control of rotor vibrations and illus
trated how magnetic bearings could be used to balance a rotor 
by forcing it to spin about its inertial axis. Humphris et al. 
(1986) compared predicted and measured stiffness and damp
ing coefficients for a magnetic journal bearing. 

Several papers describe active vibration control utilizing other 
types of actuators such as pneumatic, hydraulic, electrohy-
draulic, and eddy current force generators. Ulbrich and Alt-
haus (1989) discussed the advantages and disadvantages of 
different types of actuators, and examined controlled hydraulic 
chambers as force actuators. This compact system could de
velop very large forces and thereby influence even large tur
bines weighing several tons; however, the difficulty of hydraulic 
control lies in high-frequency (over 100 Hz) response. This 
was essentially limited by the servovalve implemented and fluid 
losses. Feng and Xin (1986) developed an active vibration con
trol scheme with actuator forces resulting from varying bearing 
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oil pressure. Heinzmann et al. (1980) employed loud speaker 
coils linked to the shaft via ball bearings to control vibrations. 

Crawley and de Luis (1983,1985) used piezoceramics, bonded 
on the surface of cantilever beams, as actuators either to excite 
vibrations or to suppress the vibrations by introducing damping 
to the system. Furthermore, they developed a theoretical back
ground for predicting the amplitude of the vibration induced 
by piezoceramics. Stjernstrom (1987) bonded piezoceramics 
on cantilever beams as actuators and sensors to induce the first 
and second vibration modes. 

Matsubara et al. (1989) employed piezoelectric dampers to 
suppress chatter vibration during a boring process. These pi
ezoelectric dampers were driven so as to generate damping 
forces corresponding to the vibration velocity of the boring 
bar. Tzou (1987) demonstrated the control of bending vibration 
in nonrotating beams by using layered piezoelectric materials. 

Palazzolo et al. (1989a, 1989b) and Lin (1990) derived sim
ulation models and demonstrated test results of active vibration 
control of rotorbearing systems utilizing piezoelectric pushers 
as actuators. The correlation for unbalance response and tran
sient response between the predicted and test results was very 
good. This paper extends these theories from a soft-mounted 
single pusher configuration to a soft-mounted opposing pusher 
one and considers the effects on the system stability due to 
nonideal characteristics (e.g., phase lag) of the piezoelectric 
pushers and other electrical components in the control loop. 
The piezoelectric actuators are represented by equivalent, lin
ear electric circuits with components selected so as to match 
the frequency response function of the circuit to that of the 
actuator. The differential equations for the circuits are assem
bled into the structural matrices to form an electromechanical 
model of the system. This model may then be employed to 
predict instability onset feedback gains, total system stability, 
and total system forced response. 

Electromechanical Simulation With Ideal Control Model 
The governing differential equations for the combined ro-

torbearing-control system may be derived assuming ideal ac
tuators and control circuits. By "ideal" it is meant that the 
piezoelectric actuators do not have any phase lag or amplitude 
roUoff at high frequencies. Similarly electrical components 

Nomenclature 

ADFT 

ADSFT 

ASFT 

AVC 
[Q 

cAj 

cCi 

cDi 

Q 

cs 

= active damping feedback 
theory 

= active damping and stiff
ness feedback theory 

= active stiffness feedback 
theory 

= active vibration control 
= damping matrix 
= viscous damping between 
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= viscous damping coeffi
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nation of the /"th piezo 
pusher and the absorber 
pad between the pusher 
tip and bearing housing 
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= damping coefficient of the 
piezoelectric stack 

{FD(t)} 
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function 
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= stiffness matrix 
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= stiffness of pusher A 
= stiffness of pusher B 
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T.F. 

zf 
la ) 

ft 
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4NILPF 

= number of actuators 
= mass matrix 
= lumped mass matrix of 

piezoelectric pushers 
= number of degrees of 

freedom 
= resistors used in differen

tiator 
= resistors used in second-

order noninverting LPF 
= feedback resistor used in 

amplifier 
= resistor used in amplifier 
= transfer function 
= probe voltage 
= pusher tip displacement 
= prescribed internal dis

placement of the pushers 
= scale factors used in trans

fer function match 
= ;th modal damping 
= /th natural frequency 
= fourth-order noninverting 

low-pass filter 

structure 

piezoelectric stack stiffness 

•̂ - push rod K 

t i p 

housing gap 
Fig. 1 Sketch of piezoelectric pusher (top) and corresponding analysis 
model (bottom). 

such as differentiators and filters are assumed to experience 
no phase lag or amplitude rolloff. This simplifies the analysis 
significantly since the piezoelectric actuator and electrical com
ponents can be represented merely in terms of scale (conver
sion) factors in the feedback loop. The drawback to this 
simplified model is its inability to predict the feedback gains 
(active stiffness and damping levels) at which the electrome
chanical system will go unstable. 

The piezoelectric pusher consists of a stack of piezoelectric 
ceramic disks, which are arranged on top of one another and 
connected in parallel electrically. The stack expands in response 
to an applied voltage, which causes the electric field to point 
in the direction of polarization for each disk. The extension 
of the pusher under zero load depends on the number and 
thickness of the disks and the force for zero extension depends 
on the cross-sectional area of the disks. Figure 1 shows a sketch 
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Fig. 2 Schematic diagram of sensors, actuators, and control circuit of NASA test rig 

of a pusher and the corresponding ideal model. The model 
consists of a prescribed displacement (a), which is proportional 
to the input voltage and a spring (Ks) representing the stiffness 
of the stack of piezoelectric disks. The displacement (a) is the 
"internal" displacement of the pusher in Fig. 1, which will 
equal the tip displacement only when the tip is free and the 
mass of the push rod in Fig. 1 is neglected. The stiffness Kp 
is a preload spring, which is typically 0.001 to 0.01 times the 
stiffness Ks. The effect of the preload is to minimize any excess 
compliance at adhesive layers or mechanical interfaces and 
thereby improve the stability of the pusher (Burleigh, 1988). 
The figure shows that the device has a bilinear spring unless 
the tip is sufficiently preloaded to maintain a zero gap at all 
times. 

Two opposing pushers are positioned at each controlled dof 
in order to prevent the loss of contact between the pusher tips 

and bearings, which may result in an unstable system. Figure 
2 shows the schematic diagram of the soft-mounted opposing 
pushers with absorbers. XJ and Xj represent the pair of push
ers installed in the X direction and \BY, 5 Y, IX, 27, IX, and 
37 are the displacement sensors located at the bearings. The 
active damping feedback theory (ADFT) and the active stiff
ness feedback theory (ASFT) loops are connected by a summer. 
The ADFT loop contains a differentiator, two inverting am
plifiers, one low-pass filter, and one externally adjustable am
plifier . The ASFT loop contains two inverting amplifiers and 
one externally adjustable amplifier. The two inverting ampli
fiers share the total gain required to avoid circuit oscillation 
problems. 

If M pairs of opposing pushers are forcing the rotorbearing 
system at the degrees of freedom j u j 2 , ..., jM, the matrix 
differential equation for the entire system can be expressed as: 
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a4 (11) 
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[Mp](2Mx2M> = [diag(MPy)], j = 1, . . . , 2M 

where N and 2M are the number of degrees of freedom of the 
rotor and the number of piezoelectric pushers, respectively; 

(1) the [M], [C\, and [K] matrices are the rotor bearing system 
mass, damping, and stiffness, and {FD} represents the external 
forces exerted on the system. Note that vector (Z) is TV x 1 
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[K] x2M = [diag(KA. + KCJ)), j = 1, . . . , 2M (8) and vector {Zp j is 2M X 1. The coefficients Kc., Cc., KAj, and 

CA are explained in the nomenclature and (Palazzolo et al., 

[CcUx2M,= t d i a g ( S ) ] ' > 1 . - - - . 2 M (9) 1989a). 
Active Damping Feedback Theory (ADFT). Let the feed-

[Kc](2Mx2M)= [diagCKc,)]. 7= 1 2 M (10) back law be defined as 

' a ' ( 2 M x l ) " ' ' ( 2 M x N ) ' ' ( N x l ) 
(12) 
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CcJi = Cc2i -1 + c°x + Kcii~\G* -1 + ^c2 ;G2 j ; ; = ! , . . . 

(2MxW) — [C] (2MX2M) [G] (2MxN) 

M 

(19) 

(13) 

Substituting Eqs . (12) and (13) into Eq. (1) gives the closed 
loop equation of the system: 

f[M] 

l[M] 

J\ ]2 

c-2J1 

. c J.J2 

• " U 2 

Q 2M-\,jm 

c. 2M,jm 

1 = 1 , 

(20) 

M (21) 

where 

W\{NxN) = W\(NxN) - [C"](A,x2M)[G](2MxA<) = [M) 

2 M - 1 

2M 

where 

CC2/_ U(. = - (KC2._ fiv-1 + CC2!_ j) 

(CxJi= ~ (KC2.G2i+CC2j) 

Note that the " a c t i v e " damping coefficients in Eqs . (18) and 
(19) are composed of products of feedback gain and pusher 
equivalent stiffness, i.e., K * G. 

Active Stiffness Feedback Theory (ASFT). In this section, 
the pusher internal displacements are proport ional to the bear
ing housing displacements rather than to their velocities. The 
feedback control law is 

j \ 

h 

Jm 

r 

v _ ' ' 

j \ • 

Mh • 

• h • • 

• Mj2 •• 

j 11 

Jm 

~*\ 
' (2M X 1) ^ J ( 2 M x N ) ' ' ( N x l ) 

(22) 

(15) 

Note that the feedback gain matrix [H] has the same form as 
defined in Eq. (13). Substituting Eqs. (13) and (22) into Eq. 
(1) gives the closed-loop system equation as 

where 

[M] 
(2MxN) 

1 

2 

3 

4 

2 M - 1 

2 M 

Mj.= CC2i^G2i^ + CC2p2i\ i=l,...,M (16) 

~ ~~ [ C c \ 2 M x 2 M r J(2MxN) 

(23) 
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h 
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~ CC2mG™ 

(17) 

[C](NxN)-[C ](NxN) — [K ](Nx2M)[G](2MxN)-[C] 
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h 
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• j 

. Q 

m 

•Im 
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(18) 

where 

[CKI(NXN) = [C ]lNxN) — [C ](Nx2M)[H\(2MxN) = [C] 

j \ 

h 

Jm 

1 
• 

I: 

J 1 

• Q / i • 

• J 2 

• ckJ2 .. 

Jm 

• Ckim • 

• \ 

: / 

(24) 
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where 

CkJ. = (1 + H2i.,) CC2._, + (1 + i/2l) CC2/; j = 1, , M (25) 

[CK] (2AfxA<) 

1 

2 

3 

4 

2A/ -1 

2M 

= [C"] (WxN) 

y'l 

- [ C J 

72 

(2M X 2M) [^ ] (2M x N) 

c. *2J'l 

ki<h 

k1Jl 

J, ~\ 

K2M~\Jm 

Q k2M, Jm 

(26) 

where 

-(\+H2i^)Cc. hl-XJ; V - " « - . / - C 2 / _ 1 / = 1 ) . . . ) ; M ( 2 ? ) 

LCk2iJi- -(i+H2i)CC2. 

Note that [ C ] , [C"], and [CJ are defined in Eqs. (3), (4), and 
(9), respectively. 

[K](NXN) = [K ](NXN) — [K ](Nx2M)[H](2MxN) = M 

r 

J\ 

+ h 

J\ 

K,, 

]2 Jn 

K, 12 

K, Jm 

where 

Kj. = (1 + Hv-, )^c2,„, + (1 + ^2,)^c2/; i = 1, 

[K] IK") (2MxN) — \Kc\2Mx2M){H\(2MxN) 

J\ ]2 • • • J m 

(28) 

,M 

2 M - 1 

2M 

where 

i,y'i 

3J2 

4J2 

^ : 2M-lJm 

K; last 2MJm 

p_1,,.= -(l+//,_1)^,_1; / = 

Note that [K'],[K"], and [ATJ are defined in Eqs. (6), (7), and 
(10), respectively. The "active" stiffness coefficients in Eqs. 
(28) and (29) are composed of products of feedback gain and 
pusher equivalent stiffness, i.e., A' * H. 

Active Damping and Stiffness Feedback Theory (ADSFT). 
In this case the feedback control law of pusher internal dis
placement is defined to be proportional to the combination of 
rotor velocity and rotor displacement as: 

f a l(2Mxl)= " [G](2MxN) !^1(Nx1)"_[H](2MxN) !Z i(Nxl) ( 3 2 ) 

Differentiating Eq. (32) gives 

i«!(2Mxl,= - [ G ] ( 2 M x N ) ^ l ( N x I , " [ H W x N ) ! Z ! ( N x l , <33> 

Substituting Eqs. (11), (32), and (33) into Eq. (1) gives the 
matrix differential equation of the closed-loop system as: 

(34) 

where [Mp], [M],[M], [ C ] , [C], [K"], [K], [K\, [K], and are 
defined in Eqs. (2), (15), (17), (4), (5), (7), (8), (28), and (30), 
respectively, and 

[ C ](NxN)=[C ](NxN) — [K ](Nx2M)[G](2MxN) 

~[C ]{Nx2M)[H](2MxN) = [C] 

J\ • • • ]2 • • • Jm 

J\ 

+ J2 

~A 

... tf 
c. 

c 

(35) 

where 

C*h = KC2._ fi2i_, + (1 + HJI- ,) CC2._ 1 + (1 + H2i)CCl. 

z = l , ...,M (36) 

and 

[C ](2MxN)=[C ](2MxN) ~ [Kc](2Mx2M)[G](2MxN) 

~ [Q](2Mx2M)[^H(2MxA') 

(30) 
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4 

2 M - 1 

1M 

J\ J2 

C 3J2 

- 4 , ; 2 

v_ Q 

[-Jm 

2M,jm 

(37) 

J 

where 

C2i-\,j = -[#c2/_1G2/-i + (l +H2i-i)CC2jl] 

C2iJi= - [^2,G2 '+ <l +H2i)CC2i\ 

i=l, . . . . M (38) 

Note that the matrix [G] has the same form for both ADFT 
and ASFT, but the units are different. In ADFT, the unit of 
[G] is seconds while the [H] in ASFT is dimensionless. 

Electromechanical Simulation With Nonideal Control 
Model 

In the previous section and in previous references (Palazzolo 
et al., 1989a, 1989b) the free tip response of a piezoelectric 
pusher is assumed to be approximately equal to the internal 
prescribed displacement, which is assumed to vary in propor
tion to input voltage at all frequencies. This assumption is 
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Fig. 3 Electromechanical model with two opposing soft-mounted pushers 

valid only at frequencies well below the resonant frequency of 
the pusher. The phase lag of the piezoelectric pusher increases 
with frequency and may even cause negative active damping 
to occur if the phase lag is greater than 90 deg. Phase lag is 
also introduced by the pusher drivers and other electronic 
components in the control loop, such as filters and differen
tiators. 

A linear time-invariant system with input f(t) and with 
output r(t) can be characterized by its impulse response g(t), 
which is the response when subjected to an unit impulse input 
6(f). Once the impulse response of the linear system is known, 
the output of the system r(t), with any input/(f), may be 
found from the transfer function of the system. 

The transfer function of a linear time-invariant system is 
defined as the Laplace transform of the impulse response with 
zero initial conditions (Kuo, 1987). In general, if a linear system 
has p inputs and q outputs, the transfer function between the 
/th output and the y'th input is defined as 

Gij(S) 
Ri(S) 

'Fj(S) 
(39) 

where Fj(S) = 0, j = 1,2 p, j * i. 
Equivalent electrical circuits are constructed to reproduce 

the measured transfer (frequency response) functions of the 
piezoelectric actuators and their amplifier drivers. The linear 
differential equations of these circuits may then be assembled 
with the structural system equations to form a coupled elec
tromechanical model. 

An electromechanical representation of an AVC system, 
consisting of soft-mounted pushers, isolation pads, probes, 
and control devices, is shown in Fig. 3. In this figure the 
buckout circuit removes d-c bias from the eddy current dis
placement sensor; the low pass filter (£) (L.P.F.) is utilized to 
reduce high-frequency noise and improve stability. The figure 
also shows how the piezoelectric actuator (D) and its amplifier 
driver (Q are both represented by equivalent second-order 
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noninverting low pass filters. With this model, the nonideal 
characteristics of the overall system due to phase lag and fre
quency dependency can be included. 

The differential equation for the differentiator (̂ 4) in Fig. 
3 is 

V-m - RD\CDI Von, + 
R D\ 

RDI Cm 

1 

RDICDI 

The corresponding transfer function is then 

Vm (40) 

T.F.= 
V0M(S) 

V,„(S) 

RniCniS 
(41) 

[RDIRD2CD\CD2S + (RD\CD\ + RD2CD2)S + 1] 
If the variable S in Eq. (41) is replaced by the variable jw, 
then Eq. (41) represents the frequency response function of 
the differentiator in the frequency domain. 

The differential equation for the second-order noninverting 
low pass filter is 

(42) 

Vi=RjM^2V2 

( R,C2 R A R2C2\ • 1 
+ ( " R l C l + K + K + k ) V ' + * K * 

The corresponding transfer function is then 

TF Vl{S) 

s2+ 

K 
[RlR2CiC2) 

[Cl(*,+*2Kc2
(H s+

 l 

i?1^2C,C2 

(43) 

Again, if the variable S is replaced by the variable jw in the 
above equation, Eq. (43) represents the frequency response 
function in the frequency domain and is shown below: 

T.F.= 
ViUw) 

K 
(44) 

(1 -R,R2CXC2J) +jw[C2(Ri +R2) + (1 -JQtfiC,] 

The electrically undamped natural frequency, u>„, of this circuit 
is defined by 

1 2 

R1R2QC2 

and the phase lag angle is 

.lu[C2Ut1+R2) + U-K)RiCll 
0 = tan 

1 -

(45) 

(46) 

The following steps summarize a simple procedure to iden
tify the resistances and capacitances of an equivalent second-
order noninverting low pass filter: 

(a) Make a frequency response plot of the physical system 
(pusher, or pusher driver). 

(c) 
(d) 

(e) 

Locate the cutoff frequency, «„, from this plot. 
Assume R\ = R2 and C\ = C2. 
Select Ci arbitrarily and then calculate R\ by 

Use K = 3 for an undamped electrical system and K 
< 3 for damped electrical system. 

if) Construct the electrical circuit using the calculated R 
and C values. 

P r o b e 

L X ^ 

. _ j 

u 
<u 
m 
3 

S i g n a l 

g e n e r a t o r 

° a * ^ ^ 

v / 1 0 0 

C y l i n d e r 

V/100 

P u s h e r 
d r i v e r 

P l o t t e r 
S p e c t r u m 

a n a l y s e r 

Fig. 4 Schematic diagram for measuring the pusher frequency re
sponse function 

(g) Adjust the damping factor in the equivalent electrical 
circuit by varying the K value to match the peak magnitude 
at the cutoff frequency location. 

(h) Multiply this realized frequency response function by 
a proper scale factor, which represents the magnitude ratio 
between the known and the realized frequency response func
tions at u = 0. 

Figure 4 shows the schematic diagram for measuring the 
frequency response function of a pusher. The pusher is secured 
inside a vertical steel cylinder and excited by a signal generator 
through the pusher driver. The displacement of the free tip of 
the pusher, the output for the frequency response function, is 
measured by an eddy current probe. The exciting signal is the 
input for the frequency response function. Both input and 
output are connected to a spectrum analyzer and the results 
of the frequency response function are sent to a printer. 

Figure 5 shows the frequency response function of a typical 
pusher while Fig. 6 shows the corresponding frequency re
sponse function of the equivalent second-order noninverting 
low pass filter circuit with identified R and C values. This 
simulation shows a very good correlation between the two 
transfer functions when the frequency is below 4000 Hz. Note 
that a jet aircraft engine, depending on the size, normally 
operates at speeds from 5000 rpm (83.3 Hz) up to 25000 rpm 
(416.6 Hz). Furthermore, electromechanical instability fre
quencies have always occurred below 4000 Hz, in our testing. 

The stability of the active vibration control system is affected 
by both the characteristics of the mechanical system (e.g., 
rotor) and those of the electrical devices (e.g., actuators) used 
in the control feedback loop. The characteristics, i.e., phase 
lag, of the electrical devices are incorporated in the mechanical 
system model by including their frequency response function 
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behavior represented by equivalent electrical circuits. Incor
poration of an opposing piezoelectric pusher assembly acting 
on a bearing housing into the simulation model is discussed 
next. 

Let two opposing, soft-mounted pushers be installed at the 
jth bearing of the rotor system (see Fig. 3) where mb, c], and 
kj are the mass, damping, and stiffness of the jth bearing, and 
kPA and kPB are the stiffnesses of pushers A and B. The dashed 
blocks represent the following components: 

Block A: Inverting differentiator 
Block B: Fourth-order noninverting low pass filter to sim
ulate the Ithaco filter 
Block C: Second-order noninverting low pass filter to sim
ulate pusher driver B 
Block D: Second-order noninverting low pass filter to sim
ulate pusher B 
Block E: Second-order noninverting low pass filter to sim
ulate pusher driver A 
Block F: Second-order noninverting low pass filter to sim
ulate pusher A 

Combining the mechanical and electrical differential equa
tions for the model in Fig. 3 yields 
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Fig. 5 Transfer function plot of a typical pusher 
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Fig. 6 Transfer function plot of realized electrical circuit of pusher A 

where 

and where K, is the internal zero frequency gain of the indi 
vidual filter and is defined as 

R,. + RF 
K, ' ' 

and 

Rr, 

1 

^2/-1^2/C2/-lC2i 

A,= 
1 

C-u- 1 \/?2/ 

1 

-1 Ru RliCu 
i=\, 2 

/ = 1 , 2 (49) 

( = 1 , 2 (50) 

(51) 

aA = PM (52) 

aB = &1V5 (53) 

Vp=lxx (54) 

Finally j85 and /37 are the scale factors used to match the 
amplitudes (to those of the equivalent electrical circuit) of the 
frequency response functions of the pusher driver B and pusher 
B, respectively. 

The "electromechanical" element matrices in Eq. (47) are 
next assembled into the structural finite element model of the 
rotor bearing system. The total system model can then be 
employed for free or forced vibration response simulation. 

Test Result Correlation 
A diagram representing the actively controlled rotor bearing 

test rig at NASA Lewis is shown in Fig. 2. Each bearing has 
a control circuit as shown in this figure. Unbalance response 
was obtained by measuring the influence coefficients for an 
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Fig. 7 Measured unbalance responses at YO£aQ with and without 
ADFT 
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Fig. 8 Simulated unbalance responses at V O ^ G with and without ADFT, 
with three-mode proportional damping method 

imbalance attached on the outboard disk. Figure 7 shows the 
measured influence coefficient at the outboard bearing for the 
controlled and uncontrolled cases. Figure 8 shows that the 
predicted influence coefficient as obtained from the electro
mechanical simulation model is in good agreement with the 
test results. The simulation model employed a proportional 
damping assumption for the uncontrolled (tare) system. The 
predicted response in Fig. 8 was identical for both the "ideal" 
and "nonideal" simulation models discussed in the preceding 
section. The similarity of the predicted and measured results 
lends credibility to the accuracy of the representation of the 
pusher model presented in Fig. 1. 

The Y0 velocity feedback gain was increased in Fig. 2 until 
the system became unstable at zero rpm. The unstable mode 
shape was measured with a transient analyzer and appears in 
Fig. 9. Figure 10 shows that the corresponding unstable mode 
predicted by the "nonideal" electromechanical simulation 
model is very similar in form and frequency. The instability 
onset-feedback gain was very sensitive to the amount of passive 
damping of the unstable mode. The measured passive damping 
ratios for this mode ranged between 0.001 and 0.01. The meas
ured instability onset feedback gain (/34) was 5. The predicted 
value was 7 with an unstable mode passive damping of 0.001. 

The "nonideal" electromechanical simulation model can be 
very useful for determining changes to either the electrical 
(control) or structural (rotorbearing) systems to improve sta-
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bility or forced response. To illustrate this Fig. 11 shows the 
simulation model's predicted real part of the unstable mode 
(Fig. 9 or 10) versus cutoff frequency of the low pass filter (B) 
in Fig. 3. The cutoff frequency is in turn a direct function of 
the resistors and capacitors in that filter. Figure 11 was gen
erated with a tare (passive) damping factor of G = 0.0011 for 
the unstable mode. 

Figure 12 shows the measured unbalance response amplitude 
at the rotor's midspan location, with and without active vi
bration control. In this test case active stiffness was applied 
below 10,500 rpm and both active stiffness and damping were 
applied above 10,500 rpm. 

Fig. 9 Measured mode shape of unstable mode at a frequency of 2100 
Hz 

Modeshape for electro-mechanical 
system model: NASA test rig, 
four modules with opposing 
pushers 

Fig. 10 Predicted mode shape of unstable mode at 2400 Hz 

Summary 
This paper summarizes theoretical developments for the sim

ulation of an actively controlled rotorbearing system with pi
ezoelectric type actuators. Two simulation models were derived; 
the first assumes that the actuators and other electrical com
ponents in the feedback system operate at all frequencies with
out phase lag or rollof f; the second model includes the nonideal 
behavior of these components, which are modeled with linear 
electric circuits. The two models predict identical unbalance 
response at low frequencies and the nonideal model also pre
dicts instability-onset feedback gains. The agreement between 
the measured and predicted results for unbalance response and 
instability onset gain is very good. The predicted instability-
onset feedback gain for active damping was found to be very 
sensitive to the tare (uncontrolled) damping in the unstable 
mode. 

A PD type controller was utilized in this research to suppress 
vibration. The differentiator circuit employed in this controller 
has a rolloff characteristic, which eliminates high frequency 
noise amplification. The basic method of control utilized is to 
feedback velocity and displacement to a "displacement-based" 
actuator to obtain active stiffness and damping. Since no track
ing type target signal is employed and the vibration is steady-
state harmonic, it was not necessary to use a PDI type con
troller. Some control systems employ observers to obtain non-
measured state variables. The authors did not utilize this 
approach since they felt it would be impractical at the relatively 
high frequencies of vibration encountered. 

Future research in this area will include installation of the 
piezoelectric actuator AVC in a gas turbine driven transmission 
line at Lewis and incorporation of casing flexibility effects into 
the simulation model. 
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Design of a Hydraulic Actuator for 
Active Control of Rotating 
Machinery 
A hydraulic actuator was designed and is described herein. This actuator consists 
of: a pump, which generates the nominal pressure, a hydraulic servovalve, and a 
thin elastic plate, which transduces the generated pressure variations into forces 
acting on a mass, which simulates the bearing of a rotor system. An actuator 
characteristic number is defined to provide a base for an optimum design of force 
actuators with combined weight, frequency, and force considerations. This char
acteristic number may also be used to compare hydraulic and electromagnetic force 
actuators. In tests this actuator generated 182.3 N force at a frequency of 100. Hz. 
and a displacement amplitude of 5.8xl0~i m. 

Introduction 
Demands for higher frequencies, improved reliability, re

duced noise, higher longevity, and safety require an effectively 
controlled rotor dynamics system. Using only passive damping 
elements often does not meet the desired requirements; further 
improvements can be achieved only with the aid of active 
elements. In the growing field of vibration control of rotating 
machinery, many different kinds of concepts have already been 
applied. In general, the controlled forces may be applied to 
the rotor system directly (magnetic bearings) or indirectly (via 
the existing contact or journal bearings). 

The key to success in improving the dynamic behavior of 
rotor systems by active elements lies in the availability of suit
able actuators. For industrial applications, the actuators have 
to be compact, capable of generating high forces at frequencies 
as high as needed (up to 500 Hz), and able to generate required 
displacements in the range of the vibration amplitudes to be 
influenced. The usefulness of electromagnetic actuators has 
been proven for many special applications, but electromagnetic 
actuators require a relatively large amount of space, corre
sponding to the attainable forces. Employing these actuators 
on rotating shafts often demands a considerable design alter
ation of an existing machine. This deficiency may be avoided 
by the use of hydraulically controlled actuators acting via the 
bearings on the rotor. 

Conventional cylinder-piston hydraulic actuators possess 
moving elements (the piston) with high inertia, which are not 
desirable; in addition, sealing problems and friction forces may 
arise. These are unfavorable characteristics of the dynamic 
behavior of a conventional hydraulic actuator, especially at 
higher frequencies. 

Generating high magnitudes of force at high frequencies with 
large displacement amplitudes is a fundamental performance 
characteristic of a force actuator. If the overall weight of a 
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force actuator is included as a constraint in its design opti
mization process, a unified design criterion may be defined as 
follows: 

ODAN w (1) 

where ODAN = Optimally Designed Actuator Number; 
F= magnitude of the force generated; co = frequency of the 
force generated; XL = displacement of the force generated; 
W= overall weight of the actuator. 

Using the above criterion, hydraulic and electromagnetic 
force actuators can be compared with each other in terms of 
their suitability for a particular application. Depending upon 
the specific application site of the actuator (aerospace or earth-
bound machines) the expression given in (1) can be modified 
as: 

ODAN; 
aiFa2CoayXL 

<xAW 
(2) 

where a l t a.i, «3, and 0:4 are the scaling factors accounting for 
the importance of any of the four parameters appearing in Eq. 
(1) for the particular application of the actuator. For instance, 
in an aerospace application the weight, W, and frequency, w, 
are the two important design parameters to be optimized. 

Most of the previous theoretical research and applied work 
have been focused on either conventional cylinder-piston hy
draulic actuators (Alekseyev and Chelyshev, 1987; Barkan et 
al., 1980; Martin and McCloy, 1979; Ulrich, 1971) or those 
operating upon electromagnetic principals; each category hav
ing some desirable as well as undesirable attributes as men
tioned earlier. Introduced in this work is a hydraulic actuator 
designed to combine the desirable performance characteristics 
of the electromagnetic actuators (high frequencies) along with 
those of hydraulic actuators (high force magnitudes). 

A hydraulic actuator was designed and is described herein; 
it rectifies to a considerable degree the undesirable character
istics of the conventional cylinder-piston hydraulic actuators. 
This actuator system consists mainly of a pump, which gen-
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Fig. 1 Schematic of actively controlled hydraulic force actuator 

erates the nominal pressure, hydraulic servovalves, and a thin 
elastic plate(s), which transduces the generated pressure var
iations into forces acting on the bearing housing. 

Design Description of the Actuator 
Figure 1 shows a schematic of the hydraulic force actuator 

system presented in this work. The cross section of the actuator 
itself is depicted in Fig. 2. The actuator consists of a circular 
elastic steel plate (membrane), which deflects in response to a 
pressure induced by a pump and controlled by a servovalve. 
The circular membrane is sandwiched between two pieces of 
aluminum ring, leading to clamped-clamped boundary con
ditions. Hydraulic pressure introduced to the pressure chamber 
causes membrane deflection, thereby transmitting a force to 
the mass shown in Fig. 1. 

The servovalve is in a closed-loop control system and con
trols the pressure difference in the chamber in response to 
electrical signal inputs. The control system can adjust either 
the amplitude of the motion of the mass or the magnitudes of 
the generated force. Figures 3(a) and 3(b) show photographs 
of the test rig employed in this work. 

Mathematical Modeling 

Dynamics of the Actuator System. The overall dynamic 
behavior of the system shown in Fig. 1 can be derived from 

1 
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8 
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Spacer 

Lower Fixture 

Upper Fixture 
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Fig. 2 Hydraulic actuator assembly 

the behavior of the subsystems associated with the following 
components: 

• Membrane (circular elastic plate) 
• Servovalve characteristics 
9 Hydraulic fluid characteristics (fluid compressibility) 

The combination of the dynamic behavior of the above com
ponents determines the characteristics of the actuator system 
and the overall input-output relationships of the system. 

Membrane Characteristics 
The fluid flow, generated by the pump and controlled by 

the servovalve, induces membrane deflection; factors involved 
in this part are: 

• Membrane stiffness 
• Hydraulic fluid compressibility 
The continuity equation for the flow requires: 

Q^A*XL + C*AP„ (3) 

Nomenclature 

A * = characteristic area of mem
brane 

C* = hydraulic fluid compressi
bility effects and plate de
formation under a 
stationary boundary condi
tion 

CK = hydraulic fluid compressi
bility and servovalve spool 
leakage effects 

CM = plate geometry factor 
F = generated force by the ac

tuator 
Gi = displacement transfer func

tion 

G2 
^valve 

KL 
KPQ 

Kv 

m 
ODAN 

Pv 
Q 

Qv 

u„ 

= pressure transfer function 
= servovalve transfer function 
= membrane (plate) stiffness 
= servovalve spool leakage 

factor 
= servovalve gain 
= mass 
= actuator characteristic 

number 
= hydraulic fluid pressure 
= total fluid flow 
- valve flow rate 
= applied input voltage to the 

servovalve 

W 
X, 

« i 

Oil 

Oil 

«4 
&K 

r 
Cd 

C O , , 

weight of the actuator 
displacement induced by 
the actuator 
force scaling factor 
frequency scaling factor 
displacement scaling factor 
weight scaling factor 
bulk modulus of fluid 
damping ratio of the servo
valve 
frequency of the force gen
erated by the actuator 
natural frequency of the 
servovalve 
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(9)

Fig. 3(a) Front view 01 the test rig

Fig. 3(b} Oblique view of the test rig

where Q= fluid flow; A * = the characteristic area of the mem
brane; XL =velocity at which the load is applied; P v =pressure
induced by the load; C* = fluid compressibility effects and plate
deformation under a stationary load condition.

Figure 4 helps to understand C* and its relation with plate
deformation under pressure with a stationary load condition.
Here the boundary conditions of the circular plate are set to
be rigid and stationary (inner and outer boundaries). The C*
factor can be represented as:

* VC =-+CM (4)
4(3K

where V= fluid volume; (3K= bulk modulus of fluid; CM = plate
geometry factor.

The force equilibrium equation is written as:

338/ Vol. 115, APRIL 1993
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outputInput
voltager--------------- ~ flow rate
to the from the
valve Ie" valve

f.---
1 + (2~/"'n) S + (l/"'n

2
) 6

2
Q(S)

Fig. 5 Transfer function of the servovalve

F=A*t1Pv-KLX L (5)

where F= generated (exerted) force; KL = stiffness of the mem
brane.

Servovalve Characteristics
The dynamic characteristics of the servovalve can be rep

resented by the block diagram shown in Fig. 5 and the following
formula in the Laplace domain:

Qv=KvGvalveUv (6)

where Qv = valve flow rate (unloaded valve) (output);
K v =valve's proportional gain; Gvalve =transfer function of the
valve (second-order system); Uv = applied voltage to the valve
(input).

Here K v is influenced by the supply pressure and the ge
ometry of the valve. w" and t are the natural frequency and
the damping ratio of the second-order system describing the
valve dynamics.

The total fluid flow, Q, is:

Q = Qv - Kpq!::.Pv (7)

where Kpq is a leakage factor around the spool of the servo
valve.

Total System Characteristics
The overall dependence of the generated output force, F,

the input voltage applied to the servovalve, Uv , and the load
displacement, XL can be summarized in the Laplace domain
as:

F=GvUv-GLXL (8)

where Gv and GL are the transfer functions as given below:

Gvalve (A *KL/Kpq )
Gv l+CKS

(A*2/K )S
G= pq +K

L 1+ CKS L
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Fig. 7 Displacement and acceleration of the mass versus time: supply 
pressure = 6.89 x 106 Pa; frequency = 50 Hz 
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Fig. 8 Displacement and acceleration of the mass versus time; supply 
pressure = 3.45 x 106 Pa; Frequency = 50 Hz 

The CK in Eq. (9) represents the hydraulic fluid compressibility, 
servovalve spool leakage factor Kpq, and C* (see Eq. (4)). 

The CK factor can be expressed as: 

aLVS. Time (Scale: 200 mv = lg = 9.81 M e t e r / S e c 2 ) 

Fig. 10 Displacement and acceleration of the mass versus time; supply 
pressure = 6.89 x 106 Pa; frequency = 100 Hz 

At this point the reader should be reminded that the goal of 
this mathematical analysis is to interrelate the input voltage 
applied to the servovalve, U„, the output force, F, and the load 
displacement XL. 

The second law of Newton can be applied to the motion of 
the mass shown in Fig. 1, in the time domain, as: 

F=mXL (11) 

Equation (11) can be written in the Laplace domain as: 

F=mXLS2 (12) 

If the XL is considered as the output (response) to the input 
voltage, t/„, then: 

XL = GtUu (13) 

where 

Here 

G. 
bGv. 

CKmS^mS' + dtS + Kt 
(14) 

CV 
Knn 

(10) 

b = ̂ -~ and dL=(A*2/Kpq) + CKK, 

If the pressure fluctuation behind the membrane, APU, is 
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Table 1 Performance characteristics of the actuator 

Supply Pressure 
MPa 

6.89 

6.89 

3.45 

3.45 

Frequency 
Hz 

50 

100 

50 

100 

Generated Force 

N 

200 

182.3 . 

164.5 

97.8 

Mass Accl. 
M/S 2 

22.1 

20.1 

18.2 

10.8 

Mass Disp. 

M 

4.5x]0~5 

5.8xl0~5 

5.8xl0 - 5 

3.6xl0~5 

considered as the output (response) and the applied voltage to 
the servovalve, £/„, as the input, then: 

AP„ = G2UV (15) 
where 

G2 = [(mS2 + KL)/A*]G1 (16) 
Small values of CK expressed in Eq. (10) amount to the actuator 
system acting similar to a passive stiffness and passive damper 
unit. Later, it will be mentioned that this could be realized as 
an advantage of this system over the electromagnetic actuator 
system, should the control system fail to operate. 

The mathematical formulation presented in this section can 
be utilized to group the design parameters involved in this 
system. These parameters can be categorized in the following 
groups: 

9 Membrane characteristics (A*, KL, C*) 
9 Valve characteristics (fKv, Kpq, co„, f) 
• Flow parameters (V, APS) 

The frequency response of this actuator system is shown in 
Fig. 6 along with the experimental test results. 

Experimental Results 
The actuator system shown in Fig. 1 was run with a sinusoidal 

input voltage applied to the servovalve. The supply pressure 
produced by the pump was 6.89 X 106 Pa. The frequency re
sponse characteristics of the system (magnitude and phase an
gle) were recorded for a spectrum of the input voltage 
frequencies. The results are shown in Fig. 6. The peaks ob
served around 68 Hz (see Fig. 6) turned out to be a resonance 
frequency of the legs supporting the actuators. These peaks 
are not inherent in the dynamics of the actuators. Figures 7, 
8, 9, and 10 show the displacement, XL, and the acceleration, 
aL of the mass shown in Fig. 1. Table 1 summarizes the force 
and displacement characteristics of the designed actuator sys
tem presented in this work. 

Conclusions and Remarks 
This work presents the results of the design of a hydraulic 

actuator system to be utilized in implementing the already 
developed active vibration control strategies and algorithms 
for rotating machinery. The design combines and offers the 
advantages of the electromagnetic force actuators (frequency 
characteristics) and those of conventional hydraulic force ac
tuators (force magnitudes). Three of the main benefits of this 
system are: 

1 This hydraulic force actuator is well suited to control 
rotor vibration actively in aircraft engines because it can use 
hydraulic power already available on aircraft vehicles. 

2 This actuator provides higher forces for a given size and 
weight than electromagnetic actuators, resulting in a lighter 
and more efficient system. 

The ODAN of this actuator (actuator characteristic num
ber), introduced in the beginning, is six times greater than that 
of a typical electromagnetic actuator if the force amplitudes 
and the frequencies of both actuators are to be the same (182.3 
N and 100 Hz). The actuator characteristic number of the 
actuator described in this work will be favorably higher if the 
weight factor a4 (see Eq. (2)) is a critical design consideration. 

3 Upon the loss of the control pressure or input voltage 
to the servovalve, this actuator functions as a passive stiffness 
and damper. 
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Dynamic Force Response of an 
Open-Ended Squeeze Film Damper 
The effects of whirl frequency and lubricant viscosity on the experimental pressure 

field and film forces in an open-ended squeeze film damper test rig are presented. 
The measurements refer to circular centered journal motion of amplitude equal to 
one half the damper clearance (e = 0.5). The whirl frequency varied between 16 
Hz and 85 Hz, while the lubricant temperature increased from 25° C to 45°C. The 
damper operated with levels of external pressurization that supressed lubricant cav
itation. The experimental results sho w conclusively that the radial film force is purely 
an inertial effect, i.e., it depends solely on the fluid density and the second power 
of the whirl frequency. The tangential film force shows a variation that depends on 
the viscous and inertial flow conditions in the squeeze film region. Correlation of 
experimental forces with conventional SFD models shows the radial force to be w 
times larger than the theoretical prediction, while the tangential force correlates well 
for low whirl frequencies and large lubricant viscosities. 

Introduction 
Lightweight, high-performance engines exhibit a trend to

ward increased flexibility and sensitivity to unbalance, leading 
to higher than desired vibration levels and reduced reliability. 
One method to control this sensitivity is by the use of squeeze 
film dampers (SFD). However, experience has shown that 
damper performance ranges from erratic to nonfunctioning 
despite analytical predictions to the contrary. It is recognized 
that implementing a damper in practice introduces features 
that have an adverse impact on the oil film pressure distribution 
to the point where the oil film is destroyed and the damper 
dynamic force performance significantly reduced. There is need 
for experimental analyses of SFD film pressures and forces to 
help in the design of actual damper applications and also to 
assess their actual benefits or pitfalls. Effects requiring careful 
and planned study are related to fluid inertia, liquid cavitation 
and compressibility, two-phase fluid structure, and the impact 
of external restrictions such as inlet holes and efficient end 
seals. 

The importance of fluid inertia and liquid cavitation in the 
performance of squeeze film dampers has been demonstrated 
by numerous theoretical and experimental investigations. The 
relevance of fluid inertia is related to the squeeze film Reynolds 
number (Res = pwc2/fi), which ranges from 1 to 50 in most 
practical applications. Theoretical advances have been made 
by Tichy and Modest (1978), Szeri et al. (198 3), and San Andres 
and Vance (1986, 1987a). Important contributions to the un
derstanding of SFD performance are given by the experimental 
analyses of Vance and Kirton (1975), Feder et al. (1978), Tichy 
(1984), San Andres and Vance (1978b), Ramli et al. (1986), 
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Roberts and Ellis (1989), Kinsale and Tichy (1989), and Jung 
et al. (1990a, 1990b). Correlation of measurements with an
alytical force and dynamic force coefficients has ranged from 
poor to satisfactory and depended strongly on the test damper 
geometry and actual operating conditions. In general, it has 
been found that fluid inertia has a larger effect on the damper 
force response than predictions obtained from analyses based 
on sound inertia-viscous models. Results from these investi
gations have been accepted slowly by the interested engineering 
community due to the improper comparison made most times 
between squeeze film flows and shear flows dominant in cy
lindrical journal bearings. The experimental work of Zeidan 
and Vance (1989a, b, c) has brought to attention the issue of 
cavitation in a controlled SFD orbit test apparatus. The sig
nificance of these investigations can not be overlooked. Most 
importantly, it has already prompted significant changes in 
the current philosophy of damper design. Finally, the urgent 
call issued by Roberts and Ellis (1989) to improve our present 
understanding of squeeze film flow behavior cannot be left 
unnoticed. 

The SFD research work at Texas A&M University has been 
directed to measure damper performance characteristics in test 
apparatus closely reproducing conditions found in actual prac
tice. The experimental program has focused on the effects of 
fluid inertia, cavitation, and end seals, and has provided mean
ingful information for dampers with constrained circular mo
tions. Past experimental analyses have presented measurements 
for a constant whirl frequency while the lubricant temperature 
rose in the film flow region. The present paper describes and 
analyzes experiments conducted to measure the effect of whirl 
frequency and film temperature on the pressure field and film 
forces in an open end damper configuration. The experimental 
results presented herein complement and extend those given 
by Jung et al. (1990a, b). 
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oil 
outlet 

Table 1 Viscosity and density for SAE 30 oil 
Temperature, 

°C 
Viscosity 

Pa-s 
Density, 
kg/m5 

1. Housing 
2. End cavity 
3. Journal 
4. Eccentric sleeve 
5. Sleeve holder 
6. End plate 
7. Plexiglas cover 

and Up seal 
8. Housing support 
9. Shaft 
10. Annotation ear 
11. O-ring 

FT: Pressure Transducer 
PP: Proximity Prove 
PQ: Pressure Gauge 
CV: Check Valve 

Fig. 1 Section of variable speed, squeeze film damper test rig 

Experimental Facility and Procedure 

Figure 1 shows the major components of the squeeze film 
damper (SFD) test apparatus. The damper journal (3) with an 
outer diameter (D) of 12.7 cm (5 in.) and axial length (L) of 
2.4 cm (0.94 in.) is press fitted on the outer race of a ball 
bearing. An 0-ring (11) installed at the left end face of the 
damper journal prevents leakage to the space enclosed between 
the housing and rotating shaft. At the damper right end, a 
large end cavity is present so that the test configuration is 
essentially open ended to ambient conditions. The damper 
slenderness ratio (L/D) is 0.188 and simulates a short bearing 
configuration typical of an engine application. The nominal 
damper film clearance (c) at room temperature is equal to 1.55 
mm (0.0625 in.). The larger than usual clearance tested gives 
large squeeze film Reynolds numbers at low whirling frequen
cies so that significant effects of fluid inertia are produced. In 
the test apparatus, the journal is mounted eccentric relative to 
the rotor shaft, and thus, it is constrained to describe circular 
centered orbits about the damper bearing center. The present 
investigation refers to experimental results for a nominal di-
mensionless orbit radius equal to one half the damper clearance 
(e = e/c = 0.50). 

25.0 
30.0 
35.0 
40.0 
45.0 
50.0 

0.1895 
0.1480 
0.1130 
0.0872 
0.0693 
0.0553 

899.8 
888.6 
882.5 
878.8 
875.2 
871.6 

A detailed description of the squeeze film damper test ap
paratus and instrumentation has been given by Jung et al. 
(1990a). Experimental results for open-ended and partially 
sealed damper configurations were obtained at a fixed rota
tional speed equal to 1770 rpm (29.5 Hz.). Presently, the drive 
motor to the test rig has been replaced by a variable speed 
motor. This modification has enabled us to increase the range 
of testing for frequencies up to 120 Hz. 

The lubricant used for the experiments is SAE 30 engine oil. 
Prior to experimental tests, oil viscosity is measured for a range 
of temperatures using a Synchroelectric viscometer. For data 
analysis and reduction, oil viscosity formulae are obtained in 
terms of temperature using an algebraic relationship formu
lated in the ASTM D-341. Table 1 presents a collection of the 
measured oil viscosity and density for a range of temperatures 
typical of the experimental conditions. 

Piezoelectric pressure transducers are used to measure the 
dynamic pressure field. The transducers are located around 
the bearing circumference at equal angles and at two axial 
positions, Zi and z2> 0.56 cm and 1.67 cm apart from the damper 
lubricant inlet, respectively. The dynamic journal center mo
tion and whirl frequency (equal to shaft rotational speed) are 
also measured with noncontacting eddy current sensors and 
an optical sensor, respectively. Fluid film temperature is meas
ured with a thermocouple directly embedded on the squeeze 
film region. 

The experiments were carried out with supply pressures rang
ing from 0.137 to 0.275 MPa (20 to 40 psig) while lubricant 
flow rates varied from 0.945 to 1.7 liter/min. The levels of 
external pressures used prevented lubricant cavitation in the 
squeeze film region. The restriction at the inlet check valves 
constrained the amount of flow through the damper test rig 
and this was not sufficient to remove all the heat generated 
by fluid friction in the squeeze film land and on the ball bear
ings. Thus, the oil temperature increased while testing and the 
lubricant viscosity varied accordingly. 

For a rotationally symmetric SFD and circular centered or
bits, the time variations in circumferential pressure measured 
at any location on the damper annulus are identical for any 
one cycle of journal orbiting. Thus, the dynamic pressure field 
is measured with only one pressure transducer at a fixed angular 
location. Subsequently, the circumferential pressure field is 
directly inferred with the use of simple kinematical relation
ships. Then, fluid film forces are calculated by numerical in-

Nomenclature 

c, e = damper radial clearance, 
journal orbit radius, m 

D = 2xR = damper journal di
ameter, m 

Fr, Ft = fluid film radial and tan
gential forces, N 

Frsi Fts = open-ended short SFD ra
dial and tangential forces 
given in Table 2 

fr, ft = Fr/Frs, F,/Fls = dimension-
less fluid film forces 

L = damper journal axial 
length, m 

P = fluid pressure, Pa 
Re, = pojc2//i = squeeze film 

Reynolds number 
Z, = axial location of pressure 

transducers, m 

e = e/c = dimensionless orbit 
radius 

7 = V(T^7) 
, z - circumferential and axial 

coordinates 
li = fluid viscosity, Pa-s 
p = fluid density, kg/m3 

oo = damper whirl frequency = 
fi/60, Hz 

fi = rotor shaft speed, rpm 
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tegration of the dynamic pressure waves around the journal 
circumference at two axial locations (z,-). The equations used 
to evaluate the fluid radial and tangential forces are given as 

Fr) r [•"* fcos 0) 
= P(ut, z) [Rdddz 

Ft) J Jo o Csin 8) 
2 C2T fcos f) 

j-\ Jo (.sin 6) 

Experimental Results and Discussion 
Preliminary film pressure measurements at six equally spaced 

circumferential locations confirmed that the dynamic pressure 
fields were identical regardless of the imposed external supply 
pressure level (maximum tested 0.275 MPa). These results are 
due to the inlet check valves used to prevent oil back flow. 
Fluid film cavitation was observed to occur for tests at high 
shaft speeds (over 6000 rpm) and/or low lubricant temper
atures. In these experiments, the dynamic pressure waves 
showed high-frequency transient components in the region of 
positive squeeze action. The chaotic film pressure spikes were 
due to collapsing of air bubbles on the region of minimum 
film thickness. At the onset of cavitation, the lubricant at the 
damper outlet transformed from a uniform structure, through 
a liquid with minute bubbles, to a foamy composition when 
the flow rate was not sufficient (low supply pressures). The 
experiments also made it evident that the cavitated damper 
produced fewer frictional forces than a (full film) uncavitated 
damper. Detailed information on the force response of a cav
itated damper can be found from Zeidan and Vance (1989a, 
1989b, 1989c) and also Jung et al. (1990a, 1990b). 

Shaft and housing growth due to temperature rise were meas
ured. Most important was the increase in orbit radius as the 
whirl frequency increased. With no shaft rotation, the orbit 
radius is equal to e = 0.77 mm (0.0305 in.). In dimensionless 
form, this amounts to an orbit radius e = e/c = 0.50. At the 
highest frequency tested (95 Hz), the measured orbit radius 
was equal to e = 0.91 mm (0.036 in.), or based on the cold 
clearance, a dimensionless value of e = 0.59. The increment 
in orbit size is due to centrifugal and rotordynamics effects as 
the shaft speed increases. It is important to note that the orbit 
measured was circular and no test rig critical speeds were ever 
found within the speed range tested. 

The experimental procedure followed a test schedule for the 
following test classes: 

(a) Tests for fixed rotational speed while fluid temper
ature increased. 

(b.l) Tests for increasing speed and increasing fluid tem
perature 

(b.2) Tests for decreasing speed and increasing fluid tem
perature. 

Test results for class (b.l) have been presented by the author 
(San Andres, 1990). The experimental results show that the 
radial fluid film force is due to a pure inertial effect while the 
tangential force depends on both the viscous and inertial flow 
conditions in the damper test rig. Here we refer to tests in 
classes (a) and (b.2), respectively. The results obtained from 
tests (b.l) and (b.2) are considered identical, and thus, exper
imental measurements from class (b.l) are omitted here for 
brevity. On the other hand, due to the poor controllability of 
fluid temperature in the damper rig, tests for a natural class 
(c), i.e., fixed lubricant temperature while speed varied, could 
not be performed satisfactorily. 

The results from the experimental measurements are com
pared to the film forces obtained from the short open-ended 
squeeze film damper model. Due to the perfect seal at the left 
end of the damper, the pressure field is a maximum at this 
point and then drops parabolically to ambient pressure at the 
end cavity. Thus, the theoretical film forces are calculated as 

Table 2 Film forces for short open ended squeeze film damper 
from San Andres and Vance (1986) 

2TT , , ( I - 7 ) (6 102 ~) 

^ = 3 ^ V l ^ [ - + 3 5 ( T - l ) J 
c y 

Radial 
force 

Tangential 
force 

5 0 0 

• I 5 0 

•100 

3 5 0 

3 0 0 

2 5 0 

2 0 0 

1 5 0 

1 0 0 -

5 

A 33 
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9 80 
O 83 
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33Hs (JKRPH) 
SSHl (3KRPH) 
68H» MKRPM) 
33H« OKRPM) 

££—%-0 # -

<^"^*^~~^w ^ v ^ ^ v 

-a—s—B-

8 3 . 3 H z 
J — e > 

A 3 3 . 3 H z 

O i l : S f l £ 3 
25 .15 .175 

V i s L o s i t y l f ' a - s J 

Fig. 2 Experimental SFD radial force (Fi) versus lubricant viscosity for 
increasing whirl frequencies: class (a) tests 
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Fig. 3 Experimental SFD tangential force (-Ft) versus lubricant vis
cosity for increasing whirl frequencies: class (a) tests 

half those obtained from a damper with a total length equal 
to 2xL. Table 2 presents the analytical full film, radial, and 
tangential forces for circular centered orbits. The theoretical 
results given by San Andres and Vance (1986) are valid for 
low to moderate values of the squeeze film Reynolds number 
Res(po)C2//i). Note that the analytical radial and tangential 
forces are due to inertial and viscous effects, respectively. 

For constant whirl speeds and film temperature increasing 
(lubricant viscosity decreasing), Figs. 2 and 3 show the film 
radial and tangential forces calculated by numerical integration 
of the measured dynamic pressure field. The experimental re
sults (symbols) are shown for five different whirl frequencies 
ranging from 16.6 Hz (1000 rpm) to 83.3 Hz (5000) rpm). Lines 
in the figures represent the linear least-square fit to the test 
results. Measurements were taken at each speed while the tem
perature in the fluid film increased from 28°C to 49°C. The 
lowest squeeze film Reynolds number is equal to 1.43 at a 
speed of 1000 rpm and a temperature equal to 28°C, while the 
highest test Reynolds number is equal to 18.4 at 5000 rpm and 
48°C. 
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Fig. 4 Ratio of experimental radial force to short-SFD theory radial 
force for increasing whirl frequencies and lubricant viscosity 
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Fig. 5 Ratio of experimental tangential force to short-SFD theory tan
gential force for increasing whirl frequencies and lubricant viscosity 

Figure 2 shows the radial force to be independent of fluid 
viscosity and increasing approximately with the second power 
of the whirl frequency. Thus, in the absence of oil cavitation, 
this radial force is entirely due to a pure fluid inertial effect. 
The tangential force depicted in Fig. 3 presents an approximate 
linear behavior with both fluid viscosity and whirl frequency. 
It should be observed that the radial force at the highest test 
frequencies and lower viscosities (largest Reynolds numbers) 
is greater than the tangential force. 

Figures 4 and 5 show the ratio of the experimental film 
forces (Fr, F,) to those predicted by the short open-ended theory 
(Frs, F,s). A value of one (1) in the figures indicates a perfect 
match between measurements and theory. The analytical forces 
are calculated with the actual values of orbit radius e and fluid 
properties measured for each test. Figure 4 shows that the 
experimental radial force is approximately -rr times larger than 
the theoretical predictions. Past references, namely San Andres 
and Vance (1987a), Jung et al. (1990a, 1990b), and Ramli et 
al. (1989), have presented a similar correlation of current the
ories with experimental results. An explanation for the large 
discrepancy found is not yet available and urges the devel
opment of improved viscous-inertial SFD theories. A sound 
theory needs to include the effect of entrance and discharge 
conditions (i.e., Bernoulli effects), which seem to be most 
disturbing and greatly influence the inertia pressure field (Rhim 
and Tichy, 1987). 

Figure 5 shows the analytical predictions to correlate best 
with the experimental tangential force for the highest fluid 
viscosities. For this condition, essentially very low of vanishing 

Reynolds numbers, the tangential force is proportional to vis
cosity and whirl speed. As the viscosity in the oil decreases 
(squeeze film Reynolds number increasing) the discrepancies 
with the short SFD theory results increase. Note that for 66 
Hz and 83.3 Hz, the experimental tangential force is 1.5 and 
2.0 times larger than the theoretical predictions. The rationale 
for this behavior is due again to fluid inertia affecting the 
effective viscous wall shear stresses. Current inertia models, 
based on no influence of fluid inertia on velocity profiles, 
neglect the important effect of inertia on shear stresses. San 
Andres and Vance (1987a) have shown that for small amplitude 
circular centered orbits, e^O, this effect is pronounced for 
Reynolds numbers larger than 50. However, at large orbit radii 
and accounting for entrance and discharge effects, fluid inertia 
seems to play a more important role at lower values of the 
squeeze film Reynolds number (Kinsale and Tichy, 1989). 

Figure 6 shows the measured film thickness and dynamic 
pressure waves at a whirl frequency of 33.3 Hz (2000 rpm) 
and for four film temperatures. The results refer to measure
ments taken at axial location Z\ closest to the lubricant inlet. 
As expected, the largest pressures occur for the lowest lubricant 
temperature (highest viscosity). Observe that the pressure fields 
are not symmetric about the maximum film thickness, showing 
then a characteristic effect of fluid inertia. 

Experimental measurements for class (b.2) tests, decreasing 
whirl speed and increasing oil temperature, were performed at 
two different supply pressures equal to 207 kPa (30 psig) and 
276 kPa (40 psig). With the damper test rig at room temper
ature, the rotor speed was increased rapidly to a top speed. 
This maximum speed was determined for no cavitation incep
tion on the damper fluid film. Then, while the lubricant tem
perature increased, measurements were taken as the rotor speed 
was steadily reduce to zero. In these transient tests, whirl fre
quency (co), lubricant temperature and material properties 
(p, n), and orbit radius (e) varied. The values for all these 
variables are presented in Fig. 7 as a function of shaft speed. 

Figure 8 shows the experimental radial and tangential film 
forces as the whirl frequency decreases. These results also show 
the effect of varying viscosity and orbit radius on the damper 
force response. For the largest speeds, both film forces are 
essentially equal, while as speed decreases there is a region 
where the radial force is larger than the tangential force. The 
opposite effect is observed to occur at the lowest speeds. The 
most important conclusion derived from these experiments is 
that the film forces are independent of the level of external 
pressurization. Further experiments with pressure supplies to 
0.550 MPa (80 psig) confirm this assertion. 

Figure 9 shows the ratio of measured forces to those given 
by the short open-ended SFD theory. The experimental radial 
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Fig. 8 Experimental radial and tangential film forces a shaft speed 
decreases for two values of supply pressure, Ps = 0.207 MPa and 0.276 
MPa 

force is consistently larger than the analytical predictions, while 
the tangential force shows correlation close to 1. The scatter 
of data at the lowest speeds (co—0) is due to the small pressures 
measured and larger noise-to-signal ratios. The experimental 
results show that the radial force is purely inertial, while the 
tangential force is essentially due to viscous effects. The cor
relation of experimental and theoretical forces is consistent 
with the results presented in Figs. 4 and 5 for class (a) tests. 

Conclusions 
An experimental analysis has determined the effect of whirl 

frequency and lubricant viscosity on the dynamic force re
sponse of a squeeze film damper test rig. The damper tested 
corresponds to an open-ended configuration with a constrained 
circular motion of nominal amplitude equal to one half the 
bearing radial clearance (e = 0.5). The SFD test rig operated 
with levels of external pressurization, which suppressed lu
bricant cavitation. The supply pressure and flow rate were 
approximately constant and equal to 0.276 MPa and 1.5 liters/ 
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Fig.! 
SFD 

0 1000 2000 3000 4000 5000 G000 7000 
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) Ratio of experimental forces to analytical predictions from short 
theory: Ps = 0.207, 0.276 MPa; class (6.2) test 

min, respectively. The whirl frequency of the damper journal 
varied between 16.6 Hz (1000 rpm) to 83.3 Hz (5000 rpm). 

The experimental analysis shows that the radial fluid film 
force is solely due to fluid inertia effects, while the tangential 
force shows a variation that depends on both the viscous and 
inertial flow conditions in the damper test rig. Comparison of 
results with existing theoretical inertial-viscous SFD analyses 
shows that the experimental radial force is approximately -K 
times larger than the analytical predictions, while the tangential 
force correlates one to one with theory at low frequencies and 
large viscosities. For the largest squeeze film Reynolds numbers 
tested, the experimental tangential force is two times the cor
responding theoretical prediction. The experimental work has 
provided further evidence that fluid inertia effects are signif
icant in the dynamic force response of squeeze film dampers. 
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Rotordynamic Evaluation of an 
Advanced Multisqueeze Film 
Damper—Imbalance Response 
and Blade-Loss Simulation 
In this paper results of rotordynamic response and transient tests of a novel, high 
load squeeze film damper design are presented. The spiral foil multisqueeze film 
damper has been previously shown to provide two to fourfold or larger increases 
in damping levels without resorting to significantly decreased damper clearances or 
increased lengths. By operating with a total clearance of approximately twice con
ventional designs, the nonlinearities associated with high-eccentricity operation are 
avoided. Rotordynamic tests with a dual squeeze film configuration were completed. 
As a part of the overall testing program, a flexible rotor system was subjected to 
high steady-state imbalance levels and transient simulated blade-loss events for up 
to 0.254 mm (0.01 in.) mass c. g. offset or 180 g-cm (2.5 oz-in.) imbalance. The 
spiral foil multisqueeze film damper demonstrated that the steady-state imbalance 
and simulated blade-loss transient response of a flexible rotor operating above its 
first bending critical speed could be readily controlled. Rotor system imbalance 
sensitivity and logarithmic decrement are presented showing the characteristics of 
the system with the damper installed. The ability to accommodate high steady-state 
and transient imbalance conditions make this damper well suited to a wide range 
of rotating machinery, including aircraft gas turbine engines. 

Introduction 
The design trend for high-performance rotating machinery 

has been toward reduced machine size, increased output, and 
higher efficiency. This has been especially true for gas turbine 
engines, which have experienced consistent increases in thrust-
to-weight ratios and reductions in specific fuel consumption. 
The impact of this trend on the rotating elements of these 
machines has been the design of rotors that are smaller in size 
and that spin more rapidly. Furthermore, design refinements 
such as integrally bladed disks greatly increase the difficulty 
of field repair of damaged blades, so that rotor imbalance may 
reach higher levels than in previous designs. 

Rotor-bearing systems have become more complicated and 
increasingly flexible behavior is being seen. Bending critical 
speeds and natural frequencies occur more frequently below 
maximum operating speeds. The result is increased sensitivity 
to imbalance due to the dynamic amplification seen at resonant 
frequencies. An increasing amount of attention is being paid 
to control rotor system dynamic behavior, and one of the most 
important means for this is the addition of external damping 
to the system. 

Squeeze film dampers are commonly used in gas turbines to 
provide for such dynamic control. When properly designed, 
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these dampers have been extremely effective in reducing system 
dynamic sensitivity, as documented by Bhat et al. (1981), Lund 
et al. (1983), Pinkus and Bupara (1980), San Andres and Vance 
(1986), Tecza et al. (1982, 1983), Tichy (1983, 1984), and Wal
ton et al. (1987). The reduction in dynamic sensitivity achieved 
with squeeze film dampers results in lower transmitted forces 
(hence longer bearing life and less mount fatigue), lower rotor 
amplitudes at critical clearance locations, and the need for less 
frequent balancing. However, squeeze film dampers are limited 
in their ability to control the effects of abusive imbalance levels. 
The behavior of a squeeze film is such that, at large eccentricity 
ratios, damping becomes highly nonlinear. A cross-coupled 
damping force also arises, which effectively acts to stiffen the 
rotor mount. This combination of effects can both shift the 
direct damping coefficient away from optimum levels and cause 
a previously traversed natural frequency to shift upward close 
to operating speed, with potentially disastrous consequences. 
Squeeze film damper-supported rotors may also exhibit bi-
stability, a nonlinear phenomenon whereby the system has two 
orbit states (low and high) for a given imbalance level. A simple 
"cure" where abusive imbalance is expected might be simply 
to increase the radial clearance. However, this frequently en
tails an unacceptably large increase in damper diameter and/ 
or length. 

This paper is a continuation of work completed by Heshmat 
and Walton (1990) in which a new multisqueeze film damper 
concept, well suited to both normal and abusive rotor vibration 
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levels, was presented. Based on the demonstrated performance 
of the multisqueeze film damper in controlled orbit testing, 
rotordynamic response testing was conducted. Results of the 
imbalance response and simulated blade loss testing through 
and above the first flexible/bending critical speed are presented 
in this paper as further demonstration of the suitability of this 
damper concept for application to high-speed rotating ma
chinery. 

Multisqueeze Film Damper Description 
The spiral foil multisqueeze film damper (MSFD) concept 

presented herein incorporates a thin foil material to provide 
multiple squeeze films in series in one single large clearance, 
as well as self-centering, self-alignment, and high load capa
bilities. The damper conceptual design has already been pre
sented by Heshmat and Walton (1990) and thus is not be 
reviewed in detail here. Rather, a brief concept description 
and results from rotordynamic testing of a radial spiral foil 
multisqueeze film damper are presented. 

Figures 1 and 2 schematically illustrate the concept of the 

Spiral Foil 

Damper Housing 

Spiral Foil 

Piston Ring T 
End Seal 1 

•* Oil Inlet 

Outer Race of 
Ball Bearing 

Fig. 1 Schematic configuration of multisqueeze film damper concept 
Fig. 2 Cross-sectional view of a single wrap multisqueeze film damper 
including foil anchoring joint design 

Location ol XY 
Displacement -

Probes I + 
Shall 

Bearing/Pedeslals 

Fig. 3 Schematic of rotordynamic test rig showing instrumentation and key mechanical elements 
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Table 1 MSFD design values dIG.; LORD DRMPER TEST RIG

Foil Width
Foil Thickness
Damper Mean Diameter
Clearance (per film)
Damper Length
Foil material

24.90 rom (0.98 in)
0.29 rom (0.012 in)

141.00 rom (5.50 in)
0.19 rom (0.0075 in)
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Fig.6 Normalized mode shapes lor rotordynamic blade· loss simulator
first critical speed at 9117 rpm, and second critical speed at 18,000 rpm

u.J
o

~~
--,0
0..'
:z: •
a:

....00$.0016.00 2'f.00 12.00 'KJ.OO
AXIAL LOCATICIN (IN I

••lDll'.lD

Based on the demonstrated feasibility of the spiral foil
damper in controlled orbit tests, the single wrap MSFD design
presented in Table 1 was used for rotordynamic imbalance
response and transient weight loss tests.

Experimental Apparatus and Procedures
The rotordynamic test rig shown in Figs. 3-5 consists of

four major components: a high-speed shaft, an overhung in
ertial mass, a damper assembly, and a weight loss cutting
mechanism. This rig was developed to evaluate the perform
ance of dampers and their ability to control the dynamic be
havior of a large flexible rotor. The maximum test rig speed
is approximately 14,000 rpm with predicted first and second
critical speeds nominally at 9100 rpm and 18,000 rpm. Figure
6 presents the first two critical speed mode shapes for the
rotordynamic test rig, showing that the damper location (ap
proximately 5 in. from the weight loss disk) should experience
considerable motion during testing and thereby exercise the
damper. The steel shaft is 76 mm (3 in.) in diameter and 1.29
m (48 in.) long, is supported on two sets of 75 mm duplex ball

.bearings, and is driven by a flat belt coupling that is interfaced
through a drive pulley to a 25-hp, doc drive motor capable of
2500 rpm. The overhung disk, which weighs approximately
75.6 N (17 Ib), is attached to the end of the shaft, has 36 tapped
holes for the rotor steady-state imbalance response studies,
and has two latched chambers 180 deg apart for simulating
blade loss events. Two chambers were installed to provide for
a degree of safety. Should the damper fail, the weight in the
second chamber could be released and the rotor partially re
balanced for deceleration through the first bending critical

Fig. 4 Assembled rotordynamic simulator with simulated blade·loss
capability

radial MSFD configuration. The oil film is separated into
several squeeze films via a spirally formed thin foil whose ends
are attached to the damper journal and housing. With this
concept, the spiral foil wraps may be used to provide two or
more squeeze film dampers in series. With this arrangement
the available damping for a given film clearance may be in
creased without resorting to the use of clearances that would
result in the nonlinear damper operation for large vibration
orbits. Since the MSFD operates in series, the bearing load is
transmitted first through the inner film, through the spiral foil,
to the intermediate film(s) and foils and finally through the
outer film to the bearing/damper support structure. At any
given angular position the fluid film pressures will be main
tained equal across the film since there is little or no rigidity
provided by the thin foil. As such the local film thicknesses
tend to equalize to accommodate any film pressure imbalances
as illustrated in Fig. 3.

Fig. 5 Close up view 01 test disk with weight loss chamber and cable
cutting assembly
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MSFD Imbalance Response 

SPIRAL DAMPER 

Fig. 7 Cross-sectional view of rotordynamic simulator damper cartridge 
and rotor support structure 
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Fig. 8 Comparison ot undamped and damped (50 psi oil supply pres
sure) steady-state imbalance response for up to 19 g imbalance 

Place lead shot in weight loss chamber and balance rotor 
for supercritical operation. 
Operate rig at speeds above critical speed and release 
weight. 
Repeat steps 6 and 7 for different oil supply pressures 
and weight loss levels. 

speed of the rotor. To secure the latched chambers, 3.18 mm 
(0.125 in.) diameter aircraft-quality cable with steel ball ends 
is used. Releasing the weight at the desired speed and time is 
accomplished by remotely activating the solenoid operated knife 
and plunger assembly. As seen in Fig. 5, two separate knives 
are provided in the cutting assembly. Each knife is located at 
a different radius so that the cable for the two separate weight 
loss chambers can be cut independently. 

The damper cartridge, shown in Fig. 7, is installed in the 
damper housing, which is located between the inertial mass 
and the shaft support bearings to permit easy access to the 
damper. This damper cartridge was previously installed in the 
MTI Controlled Orbit Rig and characterized by Heshmat and 
Walton (1990) prior to the rotordynamic response and transient 
weight loss studies reported here. 

Instrumentation included in the test rig setup is shown in 
Fig. 3, and consists mainly of horizontal and vertical eddy 
current displacement sensors to assess the rotordynamic be
havior of the test rig. The damper region was the primary rotor 
location monitored during testing, though other shaft orbits 
were also monitored for safety considerations and to assess 
rotor mode shapes. A tachometer probe was also used to permit 
speed measurement and to establish a phase reference for the 
measured displacement data. Instrumentation for measuring 
damper oil supply pressure and temperature was also included. 

Once the damper assembly was installed in the test rig, the 
following series of tests were conducted: 

1 Balance the test rig with the damper inactive (no oil 
supplied to the damper). 

2 Install a known imbalance in the weight loss disk and 
run the test rig to full speed with the damper inactive to 
establish the baseline response. 

3 Activate the damper with 345 kPa (50 psi) oil supply 
pressure and operate the test rig to the maximum at
tainable speed, then repeat with 552 kPa (80 psi) oil 
supply pressure. 

4 Repeat step 3 for increasing imbalance weights until or
bits approach 0.38 mm (0.015 in.). 

5 Rebalance rotor. 

Results and Discussion 
Response tests were run for imbalance levels of 4.9, 9, 13, 

and 19.2 g and at oil supply pressures of 345 and 552 kPa (50 
and 80 psi). As seen in Fig. 8, the undamped rotor response 
approaches 0.41 mm (0.016 in.) at just above 9000 rpm. As 
speed was increased to approximately 13,000 rpm, rotor re
sponse at the disk continued to decrease to approximately 0.064 
mm (0.0025 in.). This response was consistent with the pre
dicted first critical speed location of 9117 rpm and gave in
dication that the mass e.g. offset of the disk was approximately 
0.064 mm (0.0025 in.). Since good balancing practices for 
modern gas turbine engines call for a 0.025 mm (0.001 in.) 
offset or better, this baseline condition was considered a valid 
starting point for evaluation of the high load damper. Further, 
increasing the disk imbalance to 19 g would permit evaluation 
of the damper under rotor conditions with 10 times the nor
mally expected imbalance levels. 

Introducing oil at 345 kPa (50 psi) into the damper reduced 
rotor response for the 4.9 g imbalance condition to less than 
0.025 mm (0.001 in.) throughout the entire speed range eval
uated up to 11,000 rpm. Increasing the imbalance level at the 
disk to 13 g resulted in a maximum disk vibration amplitude 
of 0.046 mm (0.0018 in.) at approximately 6520 rpm. The 
subsequent increase in vibration that began to appear above 
10,000 rpm resulted in a maximum amplitude of 0.127 mm 
(0.005 in.) at 11,550 rpm. This increase in vibrations was also 
observed when the 19 g imbalance run was conducted. It is 
believed that the most likely cause for the change in rotor 
system response was due to a combination of a loss of preload 
on the shaft duplex ball bearings located next to the damper 
bearing assembly and the onset of cavitation in the damper. 
As seen in Fig. 9, an increase in damper oil supply pressure 
from 345 kPa (50 psi) to 552 kPa (80 psi) virtually eliminated 
the increase in rotor response above 10,000 rpm for the 13 g 
imbalance test case. Regardless, it is evident from these tests 
that the multisqueeze film damper provides significant control 
over rotor system response even to levels of imbalance 10 times 
greater than would normally be expected. 

A further review of the experimental data was conducted to 
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Fig. 13 Rotor system transient response resulting from 10.3 g weight 
loss at 345 kPa (50 psi) oil supply pressure; displacement measured in 
mils between squeeze film damper and overhung disk 

assess the rotor system logarithmic decrement and imbalance 
response sensitivity. As seen from Fig. 10 the system Log Dec 
was consistently around 2 or higher for all cases evaluated, 
while the imbalance sensitivity ranged from 3.2 to 4.8 x 10~3 

mm/g (0.13 to 0.19 mil/g). Both values are indicators of a 
well-controlled rotor system. 

Having characterized the rotor system response due to im
balance, simulated blade loss tests were conducted. In each 
test the rotor was balanced, the damper was activated, and the 
rotor was run through the critical speed up to approximately 
12,000 rpm and the weight released. As seen in Figs. 11 and 
12, the system appears to be critically damped, as would be 
expected from the calculated logarithmic decrements shown in 
Fig. 10. After the initial overshoot, the rotor orbits for the 
10.2 g weight loss test settled out at approximately 0.076 mm 
(0.003 in.) peak-to-peak. An increase in the simulated blade 
loss weight to 17.2 g resulted in a steady-state peak-to-peak 
orbit of approximately 0.51 mm (0.021 in.). 

To assess the performance of the MSFD, a comparative 
simulated blade loss test with a conventional squeeze film 
damper design was conducted. The conventional squeeze film 
damper was sized to provide the same damping as the MSFD 
or approximately 35 N-s/mm (200 lb-sec/in.) damping. The 
piston ring sealed damper design dimensions were as follows: 

• 25.4 (1.0 in.) length 
• 140 mm (5.5 in.) diameter 
• 0.191 mm (0.0075 in.) clearance 

As seen in Fig. 13, a 10.3 g transient weight loss results in 
behavior very similar to that observed for the MSFD, but with 
a resulting steady-state peak-to-peak orbit that eventually 
reached 0.28 mm (0.011 in.). The same test with the MSFD 
resulted in an orbit of only 0.076 mm (0.003 in.), a significantly 
lower orbit than achieved with a conventional squeeze film 
damper. From Fig. 14 it is evident that the MSFD provides 
performance superior to the conventional squeeze film damper. 
In addition to producing lower vibration amplitudes, the MSFD 
can sustain substantially higher weight losses. The larger over
all clearance of the MSFD provides two benefits over a con
ventional squeeze film damper. First, the damper has a 
substantially larger linear operating region than a conventional 
damper for the same vibration amplitudes while still providing 
the desired damping. Second, the larger overall clearance of 
the MSFD can aid in minimizing the secondary damage that 
may occur during a partial blade-loss event. Typically, con
ventional squeeze film dampers begin to exhibit nonlinear per
formance at around 70 percent eccentricity, with further 
increases in vibration resulting in large increases in both direct 
and cross-coupled damping coefficients as well as increasing 
the potential for the onset of "jump." Increases in the cross-
coupled damping result in an increase in the effective overall 
rotor system stiffness. Under a blade-loss event or partial blade-
loss event, where rotor orbits increase rapidly, the increased 
system stiffness may severely restrict rotor motion such that 
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the direct damping may be almost totally eliminated and bear
ing transmitted loads increased to the point that the bearing 
is destroyed. In addition, the large imbalance levels experienced 
from a weight loss transient may cause a conventional squeeze 
film damper to experience bistable operation or a "jump" in 
vibration orbits. Further, where a conventional damper may 
bottom out after relatively small transient weight loss events, 
resulting in large loads being transmitted through the bearings 
and rotor support structure, the MSFD can permit, as a min
imum, twice the range of motion without bottoming out. In
creasing the clearance of a conventional squeeze film damper 
to accommodate the motions of abusive imbalance conditions, 
however, will result in a significant reduction in system damp
ing for the same length damper. Thus, the MSFD provides the 
same level of damping as a conventional squeeze film damper, 
but with a larger total clearance for improved performance 
under both normal and abusive imbalance conditions. 

In summary, a novel multisqueeze film damper was con
ceived, designed, and tested. This damper performed as ex
pected and appears to be an excellent candidate for a wide 

range of rotor systems. With its large clearance and predictable 
performance, this damper is ideally suited to applications where 
high or abusive rotating loads may be encountered, such as 
may result from a partial blade-loss event in a gas turbine 
engine. 
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Experimental and Analytical 
Investigation of Hybrid Squeeze 
Film Dampers 
A new concept for actively controlling high-speed rotating machinery is investigated 
both analyically and experimentally. The controlling mechanism consists of a hybrid 
squeeze film damper (patent pending) that can be adoptively controlled to change 
its characteristics according to the instructions of a controller. In an extreme case 
the hybrid damper can act as a long damper, which is shown to be effective in 
reducing the amplitude of vibration of rotating machinery. In the other extreme the 
hybrid damper acts as a short damper, which is shown to be effective in reducing 
the force transmitted to the support. In the long damper configuration the oil flow 
is circumferential, while in the short damper configuration the oil flow is predom
inantly axial. The hybrid damper is designed to operate in either the short or the 
long damper configuration by controlling the positions of two movable sealing rings. 
The hybrid damper was tested on a Bently Nevada Rotor Kit and it is shown 
experimentally that the long damper configuration is extremely efficient at con
trolling the amplitude of vibration and the short damper configuration reduces the 
force transmitted to the support. 

Introduction 
Magnetic bearings have been investigated for the last ten 

years or so for actively controlling the vibration of rotating 
machinery (Schweitzer and Ulbrich, 1980; Nonami et al., 1989). 
Yet, as far as aircraft engines are concerned, magnetic bearings 
are still at a developmental stage and have not been used in 
aircraft engines for several reasons, including: (1) the inability 
of magnetic bearings to withstand high temperatures, (2) the 
control algorithms for magnetic bearings are still under de
velopment, and most importantly (3) magnetic bearings have 
still to prove their reliability. 

Squeeze film dampers (SFDs), on the other hand, have a 
proven track record. They have been used successfully for the 
last twenty years to passively damp rotating machinery, in 
particular aircraft engines (White, 1972; Gunter et al., 1977; 
Holmes and Dogan, 1985). They provide the primary source 
of damping in aircraft engines since the rolling element bearings 
on which these engines are mounted provide very little damp
ing. Thus, because of their reliability, it seems natural to de
velop SFDs to control rotor vibrations actively. Burrows et al. 
(1983) investigated the possibility of controlling rotating ma
chinery vibration by controlling the pressure in a SFD, and 
they point out that control of rotors using active SFDs is much 
cheaper than using magnetic bearings, and is more simple and 
reliable. Adams and Zahloul (1987) studied the control of 
rotors by controlling the pressure in hydrostatic SFDs. 

In previous studies (El-Shafei, 1989a, b, 1990) it was shown 
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that there are two distinct kinds of SFDs, namely short dampers 
and long dampers. In short dampers, the oil flow is primarily 
axial and thus the pressure gradient in the axial direction dom
inates and consequently the short bearing approximation to 
the Reynolds equation applies. In long dampers, on the other 
hand, the oil flow is primarily circumferential and thus the 
pressure gradient in the circumferential direction dominates 
and consequently the long bearing approximation to the Reyn
olds equation applies. Usually open-ended dampers are con
sidered short dampers and tightly sealed dampers are considered 
long dampers regardless of the actual physical length of the 
damper (which is usually short with respect to the diameter of 
the damper). 

Short dampers and long dampers have very different char
acteristics (El-Shafei, 1989a). In general, because of their larger 
damping capacity, long dampers are better at attenuating the 
amplitude response of the rotor, while short dampers are better 
at reducing the force transmitted to the support. In this study, 
we exploit the differences between the long and short dampers 
and develop a hybrid damper that can act as a long damper 
or as a short damper based on the instructions of a controller. 
The design of the hybrid damper is discussed and its perform
ance is experimentally verified. 

Squeeze Film Dampers 
Figure 1 shows a SFD, and the coordinate systems used. The 

film thickness h at any given location is given by 

h = c-e cos 6 (1) 
where c is the clearance, e is the eccentricity of the journal, 
and 8 is measured from the positive r axis of the whirling 
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pressure gradient. In practice, if the damper is tightly sealed, 
then the flow is circumferential even if the dampers are phys
ically short. In this case, the long bearing approximation would 
describe the conditions in the damper better than the short 
bearing approximation. 

Thus for a short damper, dp/dz > > dp/dtp and the Reynolds 
equation (2) can be solved for the pressure p, such that 

(e^ sin 6 + e cos 6) 

and for a long damper, dp/dip > > dp/dz and the Reynolds 
equation (2) can then be solved for the pressure p, such that 

6IJ.R' 1 1 

e ( l - e c o s 0 r e(l+e) 

2 sin 0(2 -e cos 6) 

Fig. 1 Coordinate frames 

coordinate system (r, t, z). The z axis is perpendicular to the 
plane of the paper. 

The damping forces in SFDs are obtained by solving the 
Reynolds equation for fluid lubrication, which, for a SFD, 
reduces to 

(2 + e z ) ( l - e c o s 0 ) z ^ ' 

Integrating the pressure obtained by the solution of the 
Reynolds equation, we obtain the damping forces in SFDs, 
which take the form 

Frc=-Crre-Crteil, 

Ftc=-Clre-C„e^ 

(3) 

(4) 

i_±(]f_dp 
R d(p\nR dip dz 

If dp 

ft dz 
-12(e\/< sin 6+e cos 0) (2) 

where ju, is the viscosity of the oil, R is the radius of the damper, 
p is the pressure, and e and e \\i are the radial and tangential 
velocities of the journal in the damper, respectively. There are 
two mathematical approximations to the Reynolds equation 
that have physical significance, namely, the short bearing ap
proximation and the long bearing approximation. In the short 
bearing approximation to the Reynolds equation, which is 
justified if the damper is short in the axial direction, the flow 
in the damper is predominantly axial rather than circumfer
ential, and thus the axial pressure gradient is much larger than 
the circumferential pressure gradient. On the other hand, in 
the long bearing approximation to the Reynolds equation, 
which is justified if the damper is long in the axial direction, 
the flow in the damper is circumferential, and thus the cir
cumferential pressure gradient is much larger than the axial 

Nomenclature 

where Frc and Flc are the radial and tangential damping forces, 
respectively. The damping coefficients Crn C,„ Cln and Cr, are 
in general nonlinear functions of the position and velocity of 
the journal in the damper. Figure 2 shows a plot of the damping 
coefficients C„, CH, C,n and Crl versus the eccentricity ratio 
e, which is defined as the ratio e/c, for a cavitated damper 
executing a nearly circular-centered whirl, using the 7r-film 
cavitation theory. It can be seen from Fig. 2 that the damping 
coefficients for the short and long bearing approximations are 
nonlinear functions of the position of the journal in the damper. 
In fact, the damping coefficients increase as the eccentricity 
increases, and this, in one sense, is a desirable characteristic, 
since the damper provides more damping as the amplitude of 
the whirl increases, which is obviously beneficial. Perhaps this 
is why squeeze film dampers are such effective damping de
vices. On the other hand, it is precisely this nonlinear char
acteristic that may, for a badly designed damper, result in 
nonlinear behavior of the rotor-bearing system (such as jump 
resonance, subharmonic motion, etc.). A well-designed damper 

B = bearing parameter = p.R3L/m^nc' for 
long dampers; = fiRL3/mo>nc

3 for short 
dampers 

c = clearance, m 
C = half damping coefficient at rotor cen

ter, Ns/m 
C„, C,„ C,„ Crl = damping coefficients, Ns/m 
C*n C*i, C*,n C*i = nondimensional damping coefficients 

e = eccentricity, m 
Fr = radial force, N 

Frc = radial damping force, N 
F, = tangential force, N 

F,c = tangential damping force, N 
g = unbalance, m 
h = film thickness, m 
K = half rotor stiffness, N /m 
Kr = retainer spring stiffness, N/m 
L = damper length, m 
m = half mass of disk, kg 

mr = radial inertia coefficient, kg 
m, = tangential inertial coefficient, kg 
M = inertial parameter = pR3L/mc for long 

dampers; = pRLr/mc for short 
dampers 

p = pressure, Pa 
(r, t, z) = whirling frame (Fig. 1) 

R = damper radius, m 
Rk = Kr/K = stiffness ratio 
Re = pficVft = Reynolds number 
Tr = transmissibility 
U = g/c = nondimensional unbalance 

(x, y, z) = stationary frame (Fig. 1) 
(X, Y, Z) = stationary frame (Fig. 1) 

e = e/c = eccentricity ratio 
i] = C/mo>n = damping loss factor 
6 - angle (Fig. 1), rad 
li = fluid dynamic viscosity coefficient, 

Ns/m2 

Tr = 3.14159265 
p = fluid density, kg/m3 

<p = angle (Fig. 1), rad 
\p = angle (Fig. 1), rad 

u>„ = natural frequency of rotor-bearing sys
tem, Hz 

fl = rotor speed, Hz 
fl* = Q/co„ = nondimensional rotor speed 
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Fig. 3 Forces in dampers 

Fig. 2 Damping coefficients (nondimensional) versus c 

will not experience this nonlinear behavior, while still taking 
advantage of the increasing damping coefficients with position. 
Note that, in Fig. 2, the damping coefficients Crl and C,r are 
equal for the short bearing. It also should be noted that in 
Fig. 2, the short damper coefficients are nondimensionalized 
by /xi?Z,3/c3, and long damper coefficients are nondimension
alized by n,R3L/c3. 

The above model is valid for dampers with a very low squeeze 
Reynolds number (Re). For high Re (of the order of 10) the 
inertia of the fluid has to be taken into account. In fact, it 
can be shown (El-Shafei, 1989c) that at Re = 10 the inertia 
force is equal to the viscous force and is larger thereafter for 
small circular whirl of the journal in the damper. Also it can 
be shown, in this case, that the added mass to the journal for 
an uncavitated long damper is about 120 times the mass of the 
journal, while for an uncavitated short damper the added mass 
is about 10 times the mass of the journal (El-Shafei, 1989c), 
although there are only a few drops of fluid and the journal 
is made of steel. This is because the fluid is being squeezed at 
very high velocities and accelerations. The effect of fluid inertia 
on the dynamics of the rotor is to introduce additional reso
nances in the speed range of interest due to the added mass, 
with a consequent reduction in the region of good vibration 
isolation (El-Shafei, 1989b, 1990), but fluid inertia is beneficial 
in reducing the possibility of the jump resonance phenomenon. 

To include fluid inertia in the damper model, we use the 
energy approximation of El-Shafei (1988). The velocity profiles 
of the fluid are assumed not to change much due to fluid 
inertia (El-Shafei, 1989c). Using the velocity profiles predicted 
from the classical lubrication theory, the kinetic coenergy of 
the fluid is calculated, and the inertia forces are obtained by 
Lagrange's equations in conjunction with the Reynolds trans
port theorem (El-Shafei, 1989c). The resulting forces in the 
damper (both viscous and inertial) for a circular-centered whirl 
are given by (El-Shafei, 1989b, 1990) 

F, = - m,e^ - d e\j/ (6) 

Fr=m^4' -Cr,e\p (5) 

where mr and m, are the damper's inertial coefficients. 
To illustrate the importance of the fluid inertia forces, Fig. 

3 shows plots of the magnitude of the inertial force and the 
viscous force versus frequency, for e = 0.25, for both the long 
and short dampers. The parameter values used to obtain these 
plots are: p = 773.07 kg/m3 (1.5 slugs/ft3), n = 0.0048 Ns/ 
m2 (0.0001 lb sec/ft2), R = 50.8 mm (2 in.), L = 25 A mm (1 
in.), c = 0.2032 mm (8 mils). It can be seen from Fig. 3 that, 
for the above damper parameters, the inertia force is equal to 
the viscous force at approximately 250 Hz (15,000 cpm), for 
the short dampers, and 200 Hz (12,000 cpm) for the long 
dampers; and is larger thereafter. It can also be seen that the 
inertia force cannot be neglected in the analysis of squeeze 
film dampers since it is of the same order of magnitude as the 
viscous force, nearly throughout the whole speed range. 

An important observation from Fig. 3 is that the forces in 
the long damper are much higher than those for the short 
damper. In fact, for this case the forces in the long damper 
are approximately 50 times higher than those of the short 
damper. This can also be seen from Fig. 2, from which it can 
be seen that the nondimensional damping coefficients for the 
long damper are approximately twelve times higher than those 
of the short damper. Thus, for the same damper parameters, 
if the damper is designed as a long damper (i.e., a tightly sealed 
damper) it will exhibit larger forces than a damper designed 
as a short damper (i.e., an open-ended damper). This may be 
visualized physically, since for an open-ended damper the oil 
is squeezed out from the damper causing a relief in pressure, 
and consequently a smaller force in short dampers, while for 
a tightly sealed damper no relief of pressure occurs when the 
journal squeezes the oil, and thus the long damper exhibits an 
appreciably higher force. 

Also from Figs. 2 and 3, it can be concluded that the long 
damper provides more damping than a short damper. Thus if 
it is required to stabilize a rotor, then the long damper will 
remove more energy than the short damper. Also, because of 
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Fig. 4 Jeffcott rotor on squeeze film dampers 

the larger forces that are transmitted through a long damper, 
the long damper can be considered as a high load damper, 
i.e., it will be able to sustain high loads without executing large 
orbits (El-Shafei, 1989c), and thus the possibility of jump 
resonance is reduced. 

Jeffcott Rotor Incorporating SFDs 
Figure 4 shows a Jeffcott rotor mounted on two identical 

ball bearings, each of which is surrounded by a squeeze film. 
The outer race of each ball bearing, which is assumed rigid 
and massless, is constrained from rotating by a retainer spring 
of stiffness Kn which also acts to center the journal in the 
clearance of the oil film. The rotor is assumed massless with 
stiffness of 2K, the disk is assumed rigid with mass 2m, and 
the damping acting at the rotor center has a damping coefficient 
of 2C. 

The unbalance response of the Jeffcott rotor of Fig. 4 can 
be obtained by assuming circular-centered whirl of the journals 
in the dampers. This is justified because the rotor is symmetric. 
The circular-centered whirl assumption results in the reduction 
of the nonlinear differential equations of motion to nonlinear 
algebraic equations (El-Shafei, 1990). Further manipulation 
of the algebraic equations results in a single eighth-order pol
ynomial in the speed of rotation, which is then solved by the 
IMSL routine ZPOLR. This permits all the solutions to be 
found without trial and error, and results in a hugh savings 
in computation time over numerical integration of the equa
tions of motion, and permits parametric studies of the rotor 
damper system to be performed (El-Shafei, 1990). 

Figures 5 and 6 show the unbalance response of the Jeffcott 
rotor of Fig. 4, with short and long dampers, respectively. The 
eccentricity ratio e and the transmissibility Tr are plotted against 
the nondimensional frequency 0*, which is defined as the ratio 
of the rotor rotation speed fi to the natural frequency of the 
system co„. The transmissibility Tr is defined as the ratio of 
the magnitude of the force transmitted to the engine frame 
with squeeze film damper support, to the magnitude of the 
force transmitted to the engine frame if the support was rigid. 
The damper is a successful support if Tr < 1. The parameters 
defining the system for Figs. 5 and 6 are: B = 0.1, M = 0.2, 
U = 0.3, Rk = 0.1, and»/ = 0.01. 

For the short damper, Fig. 5, it can be seen that the rotor 
exhibits the jump resonance phenomenon and, for most of the 
speed range, has low transmissibility. On the other hand, for 
the long damper, Fig. 6, it can be seen that the rotor successfully 
attenuates the amplitude of the whirl at the critical speed of 
the Jeffcott rotor, but it exhibits an additional critical due to 
fluid inertia, which is not well attenuated. We have seen earlier 
that the added mass to the rotor is much higher in the case of 
the long dampers than in the case of the short dampers, which 
is the reason for the appearance of the second critical for the 
long damper supported rotor in the speed range under con
sideration. Also it can be seen from Fig. 6 that for long dampers 
the speed range of good vibration isolation (Tr < 1) is di
minished compared to that of the short dampers. 

o i 

Fig. 5 Unbalance response using short dampers 

Fig 

0 2 4 6 8 10 
n* 

6 Unbalance response using long dampers 

Comparing Figs. 5 and 6, it can be seen that the short damper 
is better at decreasing the force transmitted to the engine frame 
above the critical speed, while the long damper is better at 
attenuating the amplitude of the whirl at the critical speed. 
Also the long damper does not exhibit the jump resonance 
phenomenon while the short damper does not exhibit the sec
ond critical due to fluid inertia in the speed range under con
sideration. In fact, for the rotor of Fig. 4, if it operated as a 
long damper up to a speed of about fi* = 4, and is operated 
as a short damper thereafter, then the rotor will be operating 
with much better behavior as regards both the amplitude re
sponse and the transmissibility. Thus, if a squeeze film damper 
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is designed to operate as a short damper when a small force 
transmitted to the support is desired, and to operate as a long 
damper when a small amplitude of vibration is desired, this 
would lead to a more effective squeeze film damper, and would 
allow rotors to operate safely at higher speeds. This can be 
accomplished by actively controlling the squeeze film damper 
to change its characteristics to either the long damper or the 
short damper. The example of the rotor response in Figs. 5 
and 6 implies that the control algorithm for such a hybrid 
damper would be as simple as just switching from long to short 
dampers and vice versa. 

This suggests that it is possible to develop an actively con
trolled hybrid squeeze film damper that can operate as a long 
damper near critical speeds, such that it effectively attenuates 
the amplitude response of the engine and avoids the possibility 
of a jump resonance, and it also can operate as a short damper 
at the operating speed region, such that it effectively reduces 
the force transmitted to the engine frame. This is possible by 
designing the sealing on the damper, such that the damper 
becomes tightly sealed (i.e., long damper) or open-ended (i.e., 
short damper) according to the instructions of the controller. 

Design of the Hybrid Damper 
Tecza et al. (1983) examined two dampers, and the results 

of their experiments showed that the so-called globally sealed 
damper simulated a short damper and the locally sealed damper 
simulated a long damper. In the globally sealed damper they 
had two grooves: a feed groove and a drain groove at each 
end of the damper with no end seals. The only sealing was by 
quad rings on the journal face to prevent oil leakage. The 
locally sealed damper has two end holes: a feed hole and a 
drain hole. Piston rings were used to seal the ends of the 
damper. Thus, both the oil feed and drain and the sealing 
method affect the performance of the damper. 

In the design of the hybrid damper, it was decided to feed 
the oil by three feed holes distributed circumferentially at the 
center of the damper. The three holes would ensure continuous 
oil feed to the damper and would have minimum effect on the 
flow pattern in the damper. The feed holes were provided with 
check valves to prevent back flow through the feed holes. 

Several sealing methods were investigated for the hybrid 
damper. The sealing had to be both controllable and effective, 
i.e., it had to be an effective seal for the long damper mode, 
and it had to be controllable in order to have no end seal in 
the short damper mode. Inflatable seals were considered but 
were rejected because: (1) the performance is uncertain when 
subjected to high pressures, (2) there was concern the seals 
would become fatigued and rupture over time, (3) the seal had 
to be specially made to be tested, and (4) it may provide a 
centering force that may be of the same order of magnitude 
as the forces in the damper. 

It was finally decided to use two movable sealing rings with 
sliding fit both to the end caps and to the housing, one on 
each end of the damper as shown in Fig. 7. The principle of 
the seals' operation is simple. The damper oil film and the 
hydraulically actuated seals are supplied from independently 
variable sources. In order for the damper to operate as a long 
damper, the pressure to the seal chambers is elevated above 
the internal pressure of the damper. The seal rings will move 
in axially and seal the oil film inside the damper clearance. In 
order to return to the short damper configuration, the seal 
chamber pressure is lowered until it is less than the internal 
pressure of the damper. This causes the seal rings to return to 
their original positions. 

Testing 
The hybrid damper was tested on a Bently Nevada rotor kit. 

The rotor kit has a maximum speed of 167 Hz (10,000 rpm) 

Housing Damper ^ Feed Hole 
End Cap \ \Clearance-

Journal 

iSS^ISSK™ Seal Chamber 

Anti-rotation Pin 

Motor „ . , 
\ Bearing P l s k 

Fig. 7 Schematic of the hybrid damper 

Disk / Disk Bearing 

Base Shaft 

Fig. 8 Schematic of rotor kit including the hybrid damper as tested 

and is provided with a speed control. It consists of a shaft 
with two massive disks as shown in Fig. 8. The damper was 
placed between the two disks, and its journal motion was 
monitored by two proximity probes provided with the rotor 
kit. The proximity probes have a sensitivity of 7.874 V/mm 
(200 mV/mil). The damper housing was mounted on a bracket 
that was allowed to move vertically on linear bearings. A Briiel 
& Kjaer 8200 force transducer was attached beneath the hous
ing, between the housing and the rotor kit base, which was 
bolted to the test bench. The force transducer allowed meas
urement of the force transmitted through the damper to the 
support. 

The damper had a radial clearance of 0.2794 mm (11 mils), 
and the damper journal had a diameter of 51.003 mm (2.008 
in.), an active length of 25.4 mm (1 in.), and weighed 4.982 
N (1.12 lb). The rotor kit shaft had a length of 0.635 m (25 
in.) and a diameter of 9.525 mm (0.375 in.). The massive disks 
supplied with the rotor kit were provided with balancing holes. 
The heavier disk weighing 8.763 N (1.97 lb) was located 0.2032 
m (8 in.) from the motor end, while the other disk was 0.5207 
m (20.5 in.) from the motor end and weighted 6.583 N (1.48 
lb). The bearings were located 3.81 cm (1.5 in.) and 0.603 m 
(23.75 in.) from the motor end, respectively. The damper, at 
its central plane, was located 0.394 m (15.5 in.) from the left 
end. 

The force transducer was connected to a Briiel & Kjaer 2635 
Charge Amplifier, which amplified and conditioned the output 
signal from the transducer. The signal was then displayed on 
the screen of a Tektronix 2235 oscilloscope, which had the 
Bently Nevada modifications. The proximity probes were pow
ered through the proximitors provided with the rotor kit. The 
signals from the proximitors were displayed simultaneously on 
the oscilloscope screen in the XY mode to view the journal 
orbit. The rotor speed was monitored by a Briiel & Kjaer 4912 
stroboscope, which was used as a tachometer. The stroboscope 
was triggered once per revolution by a signal from a proximity 
probe monitoring a key-way. 

Oil was supplied from a hydraulic bench that was capable 
of supplying oil at pressures up to 20.68 MPa (3000 psi); 
however, supply oil pressure was limited to 5.515 MPa (800 
psi) by way of a bypass valve. Oil from the supply of the test 
bench is routed through two loops, one of which supplies the 
damper while the other supplies the seal chambers as shown 
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Fig. 9 Hydraulic circuit 

in Fig. 9. The pressure in each loop is controlled manually by 
means of a bypass back to the low-pressure return side of the 
test bench. Needle valves 3 and 4 in each loop control the 
amount of flow through each bypass. In addition, needle valves 
1 and 2 above the bypass in each loop provide a pressure drop 
if a lower pressure is required than can be attained by fully 
opening the bypass. The loop that supplies the seal rings also 
includes a bypass to the atmospheric pressure drain. Two shut-
off valves 5 and 6 in this loop allow the seals to be alternately 
exposed to the loop pressure and atmospheric pressure, re
spectively. This change in pressure is what actuates the seals. 
Connections are also made from both of the seal chambers 
and the drain grooves in the damper to the drain, and are 
regulated by needle valves 7 and 8. These connections provide 
a means of expelling trapped air from the system, as well as 
an additional means of regulating the pressure inside the damper 
and behind the seals. It should be noted the redundancy was 
an objective in designing the hydraulic circuit shown in Fig. 
9. 

The objective of the testing was to demonstrate that the long 
damper is more effective than the short damper in reducing 
the amplitude of vibration at the critical speed, and the short 
damper was more effective than the long damper in reducing 
the force transmitted to the support at the operating speed. 

First the rotor was balanced in two planes, without oil, then 
an unbalance was created by adding 0.25 g weight to the heavy 
disk. The speed range was then scanned and the rotor's first 
critical speed was determined to be 56.25 Hz (3375 rpm). The 
orbit size at the damper location was measured off the oscil
loscope screen and was 0.254 mm (10 mils) peak-to-peak. While 
operating at this critical speed, oil was supplied to the damper 
and the damper was operated in the short damper mode. The 
supply pressure to the damper was varied to determine its effect 
on the orbit size at the damper location. Also, while operating 
at this speed, the damper was operated in the long damper 
mode, and also in this case the supply pressure was varied. 
The results are illustrated in Fig. 10. 

In the long damper mode, the orbit at the damper location 
was nearly reduced to a point at a supply pressure of 2.068 
MPa (300 psi) and above. It is not clear whether the journal 
was stationary, or there was motion at the journal and we 
could not see it because of the resolution of the oscilloscope. 
If the journal was stationary, there were two possibilities: 
Either the long damper mode was so effective that no motion 
occurred, or the seal rings were holding the journal stationary. 
It should be noted that when the pressures were reduced slightly 
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Fig. 10 Experimental results at 3375 rpm (first critical) 

in the seal chambers, the journal orbit was minute, but could 
be viewed clearly on the oscilloscope screen. In general, the 
pressure in the seal chambers had to be nearly twice that in 
the damper to achieve the long damper configuration; for 
example, a pressure of 1,276 MPa (185 psi) was required to 
be supplied to the seal chambers when the damper was supplied 
with 0.689 MPa (100 psi). It should be noted that the exper
imental results of Holmes and Dogan (1985) have indicated 
that if the seal ring is at a distance equal to the clearance away 
from the damper end, then the damper is in the short damper 
mode, and if the seal ring moves closer then we approach the 
long damper mode. 

Figure 10 illustrates that both the short and long dampers 
are effective damping devices, reducing the undamped orbit 
of 0.254 mm (10 mils) p-p appreciably. However, the long 
damper mode is much more effective than the short damper, 
reducing the orbit by at least a factor of 4 from that of the 
short damper. Also, Fig. 10 illustrates that controlling the 
supply pressure to the damper is not as effective in reducing 
the orbit as controlling the flow in the damper by changing 
from the short to the long damper modes. This suggests that 
the hybrid damper is a much more effective control device 
than the control schemes developed by Adams and Zahloul 
(1987) and Burrows et al. (1983). 

While in the long damper mode with a damper supply pres
sure of 0.689 MPa (100 psi), the rotor speed was increased to 
93.33 Hz (5600 rpm). The output from the force transducer 
at this speed was viewed on the oscilloscope screen and was 
determined to be 3.4 N zero-to-peak. Changing to the short 
damper mode the force was reduced to 1.8 N zero-to-peak. 
This confirmed that the short damper is a better vibration 
isolator than the long damper. 

Discussion and Conclusion 
In this paper, we have shown that the long and short dampers 

have very different characteristics. The long damper: (1) is 
better at attenuating the amplitude response at the critical 
speed; (2) is less susceptible to the jump resonance phenom
enon; (3) removes more energy to stabilize a rotor; and (4) can 
be considered as a high load damper. However, the long damper 
is susceptible to the effects of fluid inertia and transmits a 
large force to the support. On the other hand, the short damper 
transmits a small force to the support and has negligible fluid 
inertia effect, but is susceptible to the jump resonance phe
nomenon. 

We exploited the differences between the short and long 
dampers, and developed a hybrid damper that can act as a 
short damper or as a long damper based on the instructions 
of a controller. Experimentally, we controlled the hybrid 
damper manually, and we demonstrated that in the long damper 
mode the hybrid damper was extremely efficient at reducing 
the orbit size, and in the short damper mode the hybrid damper 
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was efficient at reducing the force transmitted to the support. 
Thus we have experimentally verified our theoretical findings, 
and have shown that the hybrid damper can be used effectively 
to control rotating machinery vibrations. 

In effect, the hybrid damper changes the stiffness and damp
ing characteristics of the support to provide better perform
ance. We have demonstrated the hybrid damper's 
characteristics as an on-off controller; that is, it operates in 
either the long damper mode or the short damper mode, which 
may be sufficient. However, there are an infinite number of 
configurations of finite dampers that can be obtained by plac
ing the sealing rings in intermediate positions. Thus, an adap
tive controller needs to be developed to exploit these possibilities 
and continuously adapt the hybrid damper to the continuously 
varying operating conditions. 
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A Chambered Porous Damper for 
Rotor Vibration Control: Part I— 
Concept Development 
In this paper a novel, high-load chambered porous damper design, supporting anal
ysis, and experimental results are presented. It was demonstrated that significant 
damping can be generated from the viscous discharge losses of capillary tubes 
arranged in chambered segments with large radial clearances and that the resulting 
damping is predictable and fairly constant with speed and eccentricity ratio. This 
design avoids the nonlinearities associated with high-eccentricity operation of con
ventional squeeze film dampers. Controlled orbit tests with a porous chambered 
configuration were completed and favorably compared with theoretical predictions. 
The ability to accommodate high steady-state and transient imbalance conditions 
makes this damper well suited to a wide range of rotating machinery, including 
aircraft gas turbine engines. 

Introduction 
The design trend for high-performance rotating machinery 

has historically been toward reduced machine size, increased 
output, and higher efficiency. This has been especially true for 
gas turbine engines, which have experienced consistent in
creases in thrust-to-weight ratios and reductions in specific fuel 
consumption. The impact of this trend on the rotating elements 
of these machines has been the design of rotors that are smaller 
in size and spin more rapidly. Furthermore, design refinements 
such as integrally bladed disks greatly increase the difficulty 
of field repair of damaged blading, so that rotor imbalance 
may reach higher levels than in previous designs. 

Rotor-bearing systems have become more complicated and 
increasingly flexible behavior is being seen. Bending critical 
speeds and natural frequencies occur more frequently below 
maximum operating speeds. The result is increased sensitivity 
to imbalance due to the dynamic amplification seen at resonant 
frequencies. An increasing amount of attention is being paid 
to control rotor system dynamic behavior, and one of the most 
important means for this is the addition of external damping 
to the system. 

The dynamic behavior of gas turbines is controlled in a 
number of ways, one of the most important being the stiffness 
and damping of the bearing mounts. The stiffness, often pro
vided through a "squirrel cage" or curved beam mount, is set 
by rotordynamic requirements and the need to handle loads 
such as those resulting from rotor weight and maneuver con
ditions. Damping is typically provided by squeeze film damp
ers. It is critical that the damping provided by these devices 
be as constant as possible in order to maintain the designed 
rotordynamic behavior. 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
March 4,1991. Paper No. 91-GT-244. Associate Technical Editor: L. A. Riekert. 

When properly designed, squeeze film dampers have been 
extremely effective in reducing system dynamic sensitivity, as 
documented by Bhat et al. (1981), Lund et al. (1983), Pinkus 
and Bupara (1980), San Andres and Vance (1986), Tecza et 
al. (1982, 1983), Tichy (1983, 1984), and Walton et al. (1987). 
The reduction in dynamic sensitivity achieved with squeeze 
films results in lower transmitted forces (hence longer bearing 
life and less mount fatigue), lower rotor amplitudes at critical 
clearance locations, and the need for less frequent balancing. 
However, squeeze film dampers are limited in their ability to 
control the effects of abusive imbalance levels. The behavior 
of a squeeze film is such that, at large eccentricity ratios, 
damping becomes highly nonlinear and tends to rise sharply. 
A cross-coupled damping force also arises, which effectively 
acts to stiffen the rotor mount. This combination of effects 
can both shift the direct damping coefficient away from op
timum levels and cause a previously traversed natural fre
quency to shift upward close to operating speed, with potentially 
disastrous consequences. Squeeze film damper-supported ro
tors may also exhibit bistability, a nonlinear phenomenon 
whereby the system has two orbit states (low and high) for a 
given imbalance level. A simple "cure" where abusive imbal
ance is expected might be simply to increase the radial clear
ance. However, this frequently entails an unacceptably large 
increase in damper diameter and/or length. 
' This paper describes a new hydraulic damper concept that 

can handle large orbit amplitudes and whose behavior remains 
very nearly linear, with no cross-coupling and minimal inertial 
effects. It involves the use of a porous element (a separator 
with many fine channels) between discrete chambers to absorb 
energy as a viscous loss, retaining linear damper behavior over 
a wide amplitude range. Described below are the overall design, 
its principle of operation, and the basic design analysis. Finally 
a hardware design using this concept is designed and results 
of testing in a controlled orbit damper test rig are presented. 
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Fig. 1 Schematic of the chambered porous damper geometry 
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Concept Description 
The chambered porous damper is a device in which energy 

is dissipated by forcing fluid from one chamber into another 
through small openings in a barrier between the two chambers. 
These passages are sized such that the desired pressure drop, 
and therefore damping force, is generated under nominal op
erating conditions. However, if these passages are too few in 
number, flow velocity through each one will be very large. The 
resulting pressure drop will be primarily through discharge 
losses and the damping coefficient will be directly proportional 
to amplitude and frequency. 

One way to linearize this system is to use a very large "bias" 
flow through the orifices, but this is impractical. A better way 
is to connect the chambers with a very large number of small 
passages. As the length of each hole becomes much greater 
than its diameter, viscous flow resistance begins to dominate. 
The effects of discharge losses are further minimized by the 
large number of passages, which minimizes the velocity through 
any one passage. This is the principle of operation of the 
chambered porous damper. As shown in Fig. 1, a porous 
element is "wrapped" around a damper journal. Several in
dividual chambers are formed by a series of axial seals around 
the circumference and a pair of end seals. A circumferential 
plenum surrounds the porous member and chambers. The as
sembly is filled with fluid and kept at a static pressure high 
enough to prevent cavitation. As the damper journal precesses, 
fluid is pumped out of one chamber through the porous mem
ber (see Fig. 2) and forced through the plenum into the opposite 
chamber by the static pressure. Damping force results from 
the pressure differential across the two opposing porous mem
bers. Any squeeze film effect is minimized or eliminated by 
the large radial clearance between the journal and the porous 

Journal 
Motion I Damper Journal 

Chamber 

Plenum, p0 y^Flow 
S x Porous Damper 

"" Element 

Flexible SeaK 

Fig. 2 Fluid flow between chambers and supply plenum 

medium, the presence of axial flow barriers, and the short, 
radial flow path of the fluid into and out of each chamber. 
Damping is viscous, there is no cross-coupling, and fluid inertia 
effects are absent. If the damper is properly designed, the flow 
resistance across the porous member depends only on geo
metric parameters and fluid viscosity. The damping coefficient 
is linear and is insensitive to journal amplitude or frequency. 

Damper Analysis 
To analyze the feasibility of a porous damper, an individual 

element will be considered, as shown in Fig. 2. The span of 
this element, d, would be the projected length of a chamber 
of the type shown in Fig. 1. For the simplest case, a three-
element damper, this would be: 

d~D sin 60 deg (1) 
In general, the damping coefficient for a noncavitating 

damper will be approximately twice that of the single element 
treated here. In order to estimate the damping coefficient, the 
flow through the porous medium can be modeled as flow 
through a number of capillaries in parallel. The relationship 

A 
B 
D 

p* 

Q 
R 

= projected damper segment area 
= damping coefficient 
= damper diameter 
= transmitted damper test rig 

force vector 
= porous element flow rate 
= effective radius of porous cap

illary 

X 

a 
d 

e 

k 
I 

= Instanteous Tangential Veloc
ity 

= vibration amplitude 
= projected circumferential 

length of damper 
= damper journal eccentricity 

vector 
= permeability 
= axial length of damper 

n 
t 

P 
Po 
&P 

APrf 

Ap„ 
M 
P 
CO 

number of porous capillaries 
porous element radial length 
fluid film pressure 
plenum oil supply pressure 
pressure drop = p - p0 
discharge pressure drop 
viscous pressure drop 
viscosity 
density 
whirl frequency 
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between the pressure and the flow for laminar flow is given 
by 

SutQ 1 
irR'n 

(2) 

The first term on the right-hand side of Eq. (2) represents 
the viscous loss, which is linear with flow. The second term 
represents an inertial discharge loss, which is nonlinear. The 
ratio of the discharge loss to the viscous loss is the ratio of 
these two terms: 

pQ 
\6wfitn 

(3) 

Equation (3) provides a criterion for sizing the capillaries 
for linear damper behavior. Specifically, the damping coef
ficient, B, for a single element is found from the projected 
area, the pressure differential, and the journal velocity to be: 

B = A 
Ap 

X 
(4) 

The flow rate out of the chamber, Q, is given by: 

Q = AX (5) 

Equation (3) is used to ensure that the nonlinear discharge 
is negligible by specifying a large enough number, n, of cap
illaries at the anticipated maximum flow conditions so that the 
discharge to viscous pressure ratio is a small number, for ex
ample, 0.1 or less. Given this condition, Eqs. (2), (4), and (5) 
may be combined to obtain: 

B = 
SutA2 

•wR4n 
(6) 

This equation yields the damping coefficient for the single 
element of Fig. 2. As an example of how these equations are 
used to analyze a porous damper design, consider a three-
chambered damper with a porous element diameter of 165 mm 
(6.5 in.), a length of 20.3 mm (0.8 in.), and a thickness of 50 
mm (0.2 in.). The journal is assumed to be precessing at 10,000 
rpm with an orbit radius of 0.127 mm (0.005 in.). The damper 
fluid is a typical gas turbine lubricant with a viscosity of 2.0E-
7 lb-sec/in and a density of 0.8E-4 lb-sec2/in.4. With these 
parameters, the maximum flow rate from Eq. (5) is: 

Qmm-A co a = 23.6 in.Vsec (7) 

When this value for flow is used in Eq. (3), the following 
result is obtained: 

Aprf 940 

Ap„ n 
(8) 

This requires approximately 10,000 capillaries in the damper 
element to ensure damping coefficient linearity. If a value of 
n = 10,000 is used in Eq. (6) and the required damping coef
ficient for the element is 50 lb-sec/in. (100 lb-sec/in. for the 
damper), then the maximum effective capillary radius, R, is 
calculated to be 0.036 mm (1.42E-3 in.), which corresponds 
to a diameter of 72 fim. This should be achievable with existing 
technology, either in porous filter materials or in assembling 
chamber partitions with built-in tubular capillaries. To relate 
this to terminology used in specifying porous materials, the 
above numbers would correspond to a permeability, k, of 

k = 
irR*n iitA 

8v4 B 
= 3.6 X 10" (9) 

which is equivalent to a permeability of 2.3 darcys. The peak 
pressure differential in each damper element may be calculated 
from Eq. (4) for this example damper to be 401 kPa (58.2 psi). 
The supply pressure must be maintained above this value to 
prevent cavitation. Thus, it can be seen the reasonably large 
damping coefficients are readily achievable with this design 
with the potential for higher values, as needed. 

Oil Drain 
(through 

Restriclors) 

Damper Support 
Bearing 

Eccenlric Crank 

Fig. 3 Chambered porous damper installation in controlled orbit test 
fig 

Test Damper Design 
The chambered porous damper concept was tested by con

structing a damper of this type and testing it in an existing 
controlled orbit damper test rig (COR). This rig had been used 
previously for squeeze film damper performance tests by Tecza 
et al. (1983) and Heshmat and Walton (1990) and also for 
measurements of squeeze film damper cavitated regions by 
Walton et al. (1987). The COR consists of a belt-driven spindle 
having a tapered bore. Several matching, tapered shafts fit 
into the spindle. Each of these "cranks" has a bearing journal, 
which is machined eccentric to the tapered fit. The COR is of 
overhung construction for easy access to install different 
damper geometries. The damper journal itself is mounted on 
the crank and the housing is mated to an adaptor, which in 
turn is mounted on load cells to measure transmitted force. 
Noncontacting displacement probes measure the damper orbit. 
Damper oil temperature and pressure are controllable. Speeds 
up to 20,000 rpm are possible, with damper transmitted loads 
to 4450 Newton (1,000 lb). 

Figure 3 shows a cross section of the COR with the porous 
damper installed. The damper journal is mounted on the ec
centric crank through a stiff roller bearing. A series of soft 
flexures prevents journal rotation and ensures cylindrical 
precession. The porous member lies just outside the journal, 
with a 0.635 mm (0.025 in.) radial clearance (this could have 
been larger, if desired). The oil supply plenum can be seen 
radially outboard of the porous member. This plenum is fed 
with a light spindle oil (Mobil Velocite #6) while the damper 
is drained through several 0.5 mm (0.020 in.) restrictor tubes, 
which are used to maintain a static pressure. Circumferential 
piston ring seals are located in the journal, while the axial seals 
(of an " x " cross section elastomeric material) areintheporous 
member. 

The selected design approach for the porous damper ring is 
shown in Fig. 4. The initial design approaches were to employ 
a porous bronze or stainless steel filter element, or an assembly 
of several layers of sintered wire cloth. However, the filter 
material presented strength and predictability problems. The 
sintered wire cloth would be a custom fabrication with much 
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Table 1 

Damper D i a m e t e r 
C l e a r a n c e 
Chambers 
P o r e s / C h a m b e r 
P o r e D i a m e t e r 
P o r e L e n g t h 
Chamber D i v i d e r s 
T o t a l Damping 

Porous chambered damper design 

141 mm 
0 . 6 4 mm 
4 
1120 
0.203mm 
8 mm 
E l a s t o m e r 

( 5 . 5 i n ) 
( 0 . 0 2 5 i n ) 

( 0 . 0 0 8 i n ) 
( 0 . 3 1 2 5 i n ) 

Quad R i n g s 
170 l b - s e c / i n 

testing required to develop the correct porosity. Therefore an 
innovative, and ultimately simpler, approach was evolved for 
this proof-of-concept test. Shown in Fig. 5, this involves re
placing the porous material with a series of inserts fabricated 
from bundles of stainless steel tubing. Each insert had a di
ameter of 7.94 mm (0.3125 in.) and a length of 7.94 mm (0.3125 
in.), and was located in the middle of the damper ring axial 
length. 

The porous damper was divided into four chambers, each 
having four porous element inserts. With this construction, 
the inserts were sized directly using the equations given in the 
previous section. The result was a damper designed to have a 
nominal damping coefficient of 170 lb-sec/in., assuming an 
oil viscosity of 14.3 Cp (2.083 x 10"6 lb-sec/in.2). Final details 
of damper design are presented in Table 1. 

Experimental Procedure 
The porous damper was fabricated and installed in the con

trolled orbit rig (COR) to evaluate its performance and damp
ing characteristics. Tests were run at speeds up to 18,000 rpm, 
oil supply pressures to 552 kPa (80 psi), eccentricities up to 
0.15 mm (0.006 in.), and oil viscosities of 14.3 and 5.9 Cp 
(2.083 x 10"6 and 0.85 x 10~6 lb-sec/in.2). During each test, 
damper transmitted forces, motion, and speed were recorded 
along with oil temperature and supply pressure. These recorded 
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Fig. 7 Comparison of predicted and measured damping for a nominal 
0.15 mm (0.006 in.) eccentricity orbit 

data were then used to calculate the damping produced using 
the following data reduction approach: 

B--
(e 0) 

(10) 

where F* and e* are complex quantities including both am
plitude and phase with respect to a common reference mark 
on the COR spindle. 

Results and Discussion 
As shown in Figs. 6 and 7, which present damping as a 

function of speed for 0.1 and 0.15 mm (0.004 and 0.006 in.) 
eccentricities, there is a fairly good agreement between the 
predicted and measured damping for speeds up to approxi
mately 12,000 rpm for the range of supply pressures tested. 
The observed drop in measured damping around 12,000 rpm, 
for both the 0.1 and 0.15 mm (0.004 and 0.006 in.) eccentric
ities, is believed to be attributed to cavitation in the porous 
damper elements. Cavitation is suspected since no drop-off in 
measured damping was observed for oil supply pressures above 
345 kPa (50 psi) and the pressure drop across the porous 
elements at a speed of 12,000 rpm was expected to approach 
1380 kPa (200 psi). This large pressure drop would be expected 
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Fig. 8 Measured damping at oil viscosities of 14.3 Cp and 5.9 Cp Fig. 9 Measured damping for reduced oil viscosity and damper porosity 

to produce cavitation in the porous chambered damper when 
a supply pressure of only 207 kPa (30 psi) was applied. The 
absence of cavitation at the higher supply pressures may be 
due to pressurization of the oil plenum that completely sur
rounds the porous chambered ring. With no dividers in the 
plenum, its overall pressure may be affected by the positive 
pressures generated in the minimum film region of the damper. 
In addition, the oil was fed into the plenum through only one 
feed hole, thereby introducing a restriction to flow out of the 
damper assembly. 

Data above 11,000 rpm for the 552 kPa (80 psi) oil supply 
pressure test case were not obtained due to transmitted loads, 
which exceeded the safety limit of the force transducers. Re
gardless, the trends observed in Figs. 6 and 7 indicate a damper 
yielding damping coefficients remarkably close to predictions 
for such a simple analysis as presented in this paper. The 
increasing level of damping with speed may be attributed to 
two sources: a squeeze film component within each of the four 
damper chambers, and an increase in the damping contribution 
of the elastomeric seals with frequency. The squeeze film com
ponent may be the result of the relatively small radial clearance 
of 0.64 mm (0.025 in.) present in the damper and the fact that 
the damper's porous elements were localized at four discrete 
locations within each chamber. Squeeze film effects could be 
eliminated in the future by enlarging the clearance (to 1.0 mm 
or greater) and by distributing the porous elements more uni
formly. Any contributions of the elastomeric seals could be 
eliminated by substituting alternative spring-loaded metallic 
seal elements in their place. 

To evaluate further the performance of the chambered po
rous damper, tests were conducted at a viscosity of 5.9 Cp 
(0.85 X 10~6 lb-sec/in.2). The lower viscosity tests would be 
expected to produce lower damping levels and also less of a 
squeeze film effect. This effect can be seen in Fig. 8. Reducing 
the oil viscosity did reduce the measured damping, though not 
quite by the expected amount. A reduction in viscosity of 
approximately 60 percent, as tested, should have yielded a 
corresponding 60 percent reduction in damping. Measured 
damping however, was only reduced by approximately 50 per
cent. Again the discrepancy is probably due to some squeeze 
film effects present in the damper. Regardless, the fact that 
the trends are in the appropriate order of magnitude and appear 
fairly constant with speed, as is shown in Fig. 8, makes this a 
promising concept for the designer of modern gas turbine 
engines. 

Since the design analysis indicates that a reduction in the 
number of porous capillary tubes should produce a corre
sponding increase in damping, tests with 25 percent of the 
pores blocked off were also conducted at both 14.3 and 6.9 
Cp (2.083 X 10'6and0.85 x 10~6 lb-sec/in.2). In each case, 
the measured damping values increased by approximately 12.5 
to 18 percent as shown in Fig. 9 and appear both repeatable 
and fairly constant. The failure to increase by the expected 25 
percent is most likely due to a failure of the shields that were 
used to block off one bundle of pores in each quadrant. Post-
test examination revealed that several of the shields had come 
loose and were not completely blocking the oil flow through 
the pores. 

In summary, a novel chambered porous damper was con
ceived, designed, and tested. This damper performed as ex
pected and appears to be an excellent candidate for a wide 
range of rotor systems. With its independence of clearance 
and damper eccentricity, and predictable performance, this 
damper is ideally suited to applications where high or abusive 
rotating loads may be encountered, such as may result from 
a blade-loss event in a gas turbine engine. Further evaluations 
to assess the potential of this concept under high load and 
transient conditions are required to assess the potential of this 
concept fully and are the subject of a companion paper. In 
addition, improvements in the analysis to predict the perform
ance of this concept should consider the effects of the flow 
path geometry in the chambers (including any squeeze film 
action) and the stiffness and damping characteristics of the 
chamber axial seals. 
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A Chambered Porous Damper for 
Rotor Vibration Control: Part I I — 
Imbalance Response and Blade-
Loss Simulation 
In this paper, results of experimental rotordynamic evaluations of a novel, high 
load chambered porous damper design are presented. The chambered porous damper 
concept was evaluated for gas turbine engine application since this concept avoids 
the nonlinearities associated with high-eccentricity operation of conventional squeeze 
film dampers. The rotordynamic testing was conducted under large steady-state 
imbalance and simulated transient bladeloss conditions for up to 0.254 mm (0.01 
in.) mass eg offset or 180 g-cm (2.5 oz-in.) imbalance. The chambered porous 
damper demonstrated that the steady-state imbalance and simulated blade-loss tran
sient response of a flexible rotor operating above its first bneding critical speed 
could be readily controlled. Rotor system imbalance sensitivity and logarithmic 
decrement are presented showing the characteristics of the system with the damper 
installed. The ability to accommodate high steady-state and transient imbalance 
conditions makes this damper well suited to a wide range of rotating machinery, 
including aircraft gas turbine engines. 

Introduction 
The design trend for high-performance rotating machinery 

has historically been toward reduced machine size, increased 
output, and higher efficiency. This has been especially true for 
aircraft gas turbine engines, which have experienced consistent 
increases in thrust-to-weight ratios and reductions in specific 
fuel consumption. The impact of this trend on the rotating 
elements of these machines has been the design of rotors that 
are smaller in size and which spin more rapidly. The result is 
increased sensitivity to imbalance due to the dynamic ampli
fication seen at resonant frequencies. Furthermore, design re
finements such as integrally bladed disks greatly increase the 
difficulty of field repair of damaged blading, so that rotor 
imbalance may reach higher levels than in previous designs. 
As such, a significant amount of attention is being paid to 
means for adding external damping to rotor systems. 

Squeeze film dampers are commonly used in gas turbines to 
provide for such dynamic control. When properly designed, 
these dampers have been extremely effective in reducing system 
dynamic sensitivity, as documented by Bhat et al. (1981), Lund 
et al. (1983), Pinkus and Bupara (1980), San Andres and Vance 
(1986), Tecza et al. (1982, 1983), Tichy (1983, 1984), and Wal
ton et al. (1987). The reduction in dynamic sensitivity achieved 
with squeeze films results in lower transmitted forces (hence 
longer bearing life and less mount fatigue), lower rotor am-

Contributed by the International Gas Turbine Institute and presented at the 
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lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
Paper No. 91-GT-243. Associate Technical Editor: L. A. Riekert. 

plitudes at critical clearance locations, and the need for less 
frequent balancing. However, squeeze film dampers are limited 
in their ability to control the effects of abusive imbalance levels. 
The behavior of a squeeze film is such that, at large eccentricity 
ratios, damping becomes highly nonlinear. A cross-coupled 
damping force also arises, which effectively acts to stiffen the 
rotor mount. Squeeze film damper-supported rotors may also 
exhibit bistability, a nonlinear phenomenon whereby the sys
tem has two orbit states (low and high) for a given imbalance 
level. A simple "cure" where abusive imbalance is expected 
might be simply to increase the radial clearance. However, this 
frequently entails an unacceptably large increase in damper 
diameter and/or length to achieve the desired damping. 

This paper is a continuation of work completed by Tecza 
and Walton (1993) in which a new hydraulic damper concept, 
well suited to both normal and abusive rotor vibration levels, 
was presented. Based on the demonstrated performance of the 
chambered porous damper in controlled orbit testing, rotor
dynamic response testing was conducted. Results of the im
balance response and simulated blade-loss testing through and 
above the first flexible/bending critical speed are presented in 
this paper as further demonstration of the suitability of this 
damper concept for application to high-speed rotating ma
chinery. 

Concept Description 
The chambered porous damper is a device in which energy 

is dissipated by forcing fluid from one chamber into another 
through small capillaries in a barrier between the two cham-
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Fig. 1 Schematic of the chambered porous damper geometry 

Table 1 Porous chambered damper design 
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Fig. 2 Porous damper ring construction with four porous element bun
dles per quadrant 

bers. The resulting pressure drop is primarily owing to dis
charge losses and the damping coefficient being proportional 
to amplitude and frequency. 

As shown in Fig. 1, a porous ring surrounds a damper 
journal. Several individual chambers are formed by a series 
of axial seals around the circumference and a pair of end seals. 
The circumferential plenum surrounding the porous ring is 
filled with oil and pressurized to prevent cavitation. As the 
damper journal precesses, oil is either pumped out of or drawn 
into individual chambers through the porous media. The 
damping force results from the pressure drop across the porous 
media of the opposing chambers. 

The tested porous damper was divided into four chambers, 
each having four porous element inserts as shown in Fig. 2. 
Using this construction approach, the inserts were sized using 
the analysis presented in the companion paper by Tecza and 
Walton (1993). The result was a damper designed to have a 
nominal damping coefficient of 170 lb-sec/in., assuming an 
oil viscosity of 14.3 Cp (2.083 x 10"6 lb-sec/in.2). Final details 
of damper design are presented in Table 1. 

Experimental Apparatus and Procedures 
The rotordynamic test rig, shown in Figs. 3 and 4, consists 

of four major components: a high-speed shaft, an overhung 
inertial mass, a damper assembly, and a weight loss cutting 
mechanism. This rig was developed to evaluate the perform-

Damper Diameter 
Clearance 
Chambers 
Pores/Chamber 
Pore Diameter 
Pore Length 
Chamber Dividers 
Total Damping 

141 mm 
0.64 mm 
4 
1120 
0.203mm 
8 mm 
Elastomer 

(5.5 in) 
(0.025 in) 

(0.008 in) 
(0.3125 in) 

Quad Rings 
170 lb-sec/in 

ance of dampers and their ability to control the dynamic be
havior of a large flexible rotor. The maximum test rig speed 
is approximately 14,000 rpm with predicted first and second 
critical speeds nominally at 9100, and 18,000 rpm. Figure 5 
presents the first test rig mode shape (at 9100 rpm), showing 
that the damper location (approximately 5 in. from the weight 
loss disk) should experience considerable motion during testing 
and thereby exercise the damper. The steel shaft is 76 mm (3 
in.) in diameter, 1.29 m (48 in.) long, is supported on two sets 
of 75 mm duplex ball bearings, and is driven by a flat belt 
coupling that is interfaced through a drive pulley to a 25-hp, 
d-c drive motor capable of 2500 rpm. The overhung disk, which 
weighs approximately 75.62 N (17 lb) is attached to the end 
of the shaft, has 36 tapped holes for the rotor steady state 
imbalance response studies, and has two latched chambers 180 
deg apart for simulating blade-loss events. Two chambers were 
installed to provide for a degree of safety. Should the damper 
fail, the weight in the second chamber could be released and 
the rotor partially rebalanced for deceleration through the first 
bending critical speed of the rotor. To secure the latched cham
bers, 3.18 mm (0.125 in.) diameter aircraft quality cable with 
steel ball ends is used. Releasing the weight at the desired speed 
and time is accomplished by remotely activating the solenoid-
operated knife and plunger assembly. As seen in Fig. 4, two 
separate knives are provided in the cutting assembly. Each 
knife is located at a different radius so that the cable for the 
two separate weight loss chambers can be cut independently. 

The damper cartridge is installed in the damper housing, 
' which is located between the inertial mass and the shaft support 
bearings to permit easy access to the damper. This damper 
cartridge was previously installed in the MTI Controlled Orbit 
Rig and used in the damper characterization tests by Tecza 
and Walton (1993) prior to the rotordyanmic response and 
transient weight loss studied reported here. 

The instrumentation shown in Fig. 3 consists mainly of eddy 
current displacement sensors to assess the rotordynamic be
havior of the test rig. The damper region was the primary rotor 
location monitored during testing, though other shaft orbits 
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6 Place lead shot in weight loss chamber and balance rotor
for supercritical operation.

7 Operate rig at speeds above critical speed and release
weight.

8 Repeat steps 6 and 7 for different oil supply pressures
and weight loss levels.

Results and Discussion
Response tests were run for imbalance levels of 4.9, 9, 13,

and 17.7 g and at oil supply pressures of 345 and 552 kPa (50
and 80 psi). As seen in Figs. 6 and 7, the undamped rotor
response approaches 0.36 mm (0.014 in.) at just above 9300
rpm. As speed was increased to approximately 13000 rpm,
rotor response at the disk continued to decrease to approxi
mately 0.075 mm (0.003 in.). This response was consistent with
the predicted first critical speed location of 9117 rpm and gave
indication that the residual mass e.G. offset of the disk was
approximately 0.75 mm (0.003 in.). Since good balancing prac
tices for modern gas turbine engines call for a 0.25 mm (0.001
in.) offset or better, this baseline condition was considered a
valid starting point for evaluation of the high load damper.
Increases in the disk imbalance to 17.7 g (135 g-cm) were used
to evaluate the damper under rotor conditions with approxi-

Fig. 5 Normalized mode shape for rotordynamic bladeloss simulator
first critical speed at 9117 rpm
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were also monitored for safety considerations and to assess
rotor mode shapes. A tachometer probe was also used to meas
ure speed and to establish a phase reference for the measured
displacement data. Instrumentation for measuring damper oil
supply pressure and temperature were also included.

Once the damper assembly was installed in the test rig the
following series of tests were conducted:

1 Balance the test rig with the damper inactive (no oil
supplied to the damper).

2 Install a known imbalance in the weight loss disk and
run the test rig to full speed with the damper inactive to
establish the baseline response.

3 Activate the damper with 345 kPa (50 psi) oil supply
pressure and operate the test rig to the maximum at
tainable speed, then repeat with 552 kPa (80 psi) oil
supply pressure.

4 Repeat step 3 for increasing imbalance weights until or
bits approach 0.38 mm (0.015 in.).

5 Rebalance rotor.

Fig. 4 View of test disk with weight loss chamber and cable cutting
assembly
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Fig. 7 Comparison of undamped test rig imbalance response with 
damped response at 552 kPa (80 psi) oil supply pressure and imbalance 
to 17.7 g 

mately 10 times the normally expected imbalance levels. Efforts 
were made to have the baseline imbalance vector in line with 
the simulated blade loss chamber so that the weight release 
would increase the imbalance vibration with a minimal change 
in the imbalance vector direction. 

Activating the damper with oil at 345 kPa (50 psi) reduced 
rotor response for the baseline case to approximately 0.043 
mm (0.0017 in.), a peak amplitude reduction of over eight 
times. As seen in Fig. 6, increasing the imbalance level to 13 
g (99 g-cm) at the disk while maintaining the oil supply pressure 
at 345 kPa (50 psi) resulted in a peak disk vibration amplitude 
of 0.167 mm (0.0066 in) at approximately 7950 rpm. The in
crease in vibration that began to appear above 11,500 rpm 
resulted in a maximum amplitude of 0.17 mm (0.0067 in) at 
13,000 rpm. The most likely cause for the change in rotor 
system response above 11,500 rpm was due to a combination 
of a loss of preload on the shaft duplex ball bearings located 
next to the damper bearing assembly and the onset of cavitation 
in the damper. An increase in damper oil pressure to 552 kPa 
(80 psi) eliminated the increase in rotor vibrations above 11,500 
rpm previously observed and permitted operation with an im
balance level of 17.7 g (135 g-cm) as shown in Fig. 7. Re
gardless, it is evident from these tests that the porous chambered 
damper provides significant control over rotor system response 
even to levels of imbalance that are ten times greater than 
would normally be expected. 

A further review of the experimental data was conducted to 
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Fig. 9 Rotor system transient response for a 20 g weight loss at 345 
kPa (50 psi) oil supply pressure; displacement measured in mils between 
porous damper and overhung disk 

.OmSEC TIME A Ex 2 200. OOmSEC 
Fig. 10 Rotor system transient response for a 20 g weight loss at 552 
kPa (80 psi) oil supply pressure; displacement measured in mils between 
porous damper and overhung disk 

assess the rotor system logarithimic decrement and imbalance 
response sensitivity. As seen from Fig. 8 the system Log Dec 
was consistently around 1.5 or higher for all cases evaluated, 
while the imbalance sensitivity ranged from 10 to 17 x 10 
mm/g (0.38 to 0.67 mil/g). Both values are indicators of a 
well-controlled rotor system. 

Having characterized the rotor system response due to im
balance, simulated blade loss tests were conducted. In each 
test the rotor was balanced, the damper was activated, and the 
rotor was run through the critical speed up to approximately 
12,000 rpm and the weight released. As seen in Figs. 9 and 10, 
the system appears to be well controlled, as would be expected 
from the calculated logarithmic decrements presented in Fig. 
8. After the initial overshoot, the rotor orbits for the 345 kPa 
(50 psi) oil supply, 20 g weight loss test settled out at approx
imately 0.254 mm (0.010 in.) peak-to-peak. When the oil supply 
pressure was set to 552 kPa (80 psi) for a second test with a 
20 g weight loss, it resulted in a post-transient steady-state 
amplitude peak-to-peak orbit of approximately 0.19 mm 
(0.0075 in.) as shown in Fig. 10. The reduction in the steady-
state vibration amplitude of approximately 25 percent is most 
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Fig. 11 Rotor system transient response for a 10.3 g weight loss at 345 
kPa (50 psi) oil supply pressure; displacement measured in mils between 
squeeze film damper and overhung disk 

likely due to the increased oil pressure and the resultant 
suppression of any cavitation that may occur in the damper 
under the high load conditions. 

To further assess the performance of the porous chambered 
damper, a comparative simulated blade-loss test with a con
ventional squeeze film damper design was conducted. The con
ventional squeeze film damper provided approximately 35 N-
sec/mm (200 lb-sec/in.) damping, approximately 50 percent 
more damping than the porous chambered damper. The piston 
ring sealed damper design dimensions were as follows: 

• 25.4mm (1.0 in.) length 

• 140 mm (5.5 in.) diameter 

• 0.191mm (0.0075 in.) clearance 
This damper design was previously tested in a controlled orbit 
test rig with results reported by Walton et al. (1986a). 

As seen in Fig. 11, a 10.3 g transient weight loss with a 345 
kPa (50 psi) oil supply pressure resulted in a gradually in
creasing rotor orbit (indicative of a critically damped system) 
until a resulting steady-state peak-to-peak orbit of 0.28 mm 
(0.011 in.) was eventually reached. Duplicating the test with 
the supply pressure increased to 552 kPa (80 psi) resulted in 
a steady-state orbit of only 0.038 mm (0.0015 in.). From Fig. 
12, it appears that the conventional squeeze film damper per
forms better than the porous chambered damper for low weight 
loss levels. However, it should be noted that the squeeze film 
damper provided almost 50 percent more damping than the 
porous chambered for the two designs tested. Thus it may be 
expected that an increase in the porous damper design for 
increased damping would improve the performance at low 
levels of weight loss. The significant impact of Fig. 12, how
ever , is the ability of the porous damper to sustain substantially 
higher levels of weight loss than the squeeze film with very 
little increase in rotor orbit. As seen, the maximum rotor orbit 
for the porous damper only increases from 0.127 mm (0.005 
in.) to 0.193 mm (0.0076 in.) for a fourfold increase in weight 
loss (5 to 20 g). The squeeze film damper on the other hand 
was limited to a maximum of 13 g weight loss due to the squeeze 
film damper clearance. Since the rotor orbit for the 13 g weight 
loss test approached 93 percent of the squeeze film damper 
0.381 mm (0.015 in.) clearance, further weight losses were not 
attempted. 

In addition to producing lower vibration amplitudes than a 
conventional squeeze film damper, the porous chambered 
damper can sustain substantially higher weight losses. The 
porous chambered damper provides two benefits over a con
ventional squeeze film damper. First, the damper has a sub
stantially larger linear operating region than a conventional 
damper for the same vibration amplitudes while still providing 
the desired damping. Second, the larger overall clearance of 
the porous chambered damper can aid in minimizing the sec
ondary damage that may occur during a transient such as might 
be expected from a partial blade-loss event. Typically, con
ventional squeeze film dampers begin to exhibit nonlinear per
formance at around 70 percent eccentricity, with further 
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Fig. 12 Comparison of posttransient, steady-state orbit between 
squeeze film and porous chambered dampers 

increases in vibration resulting in large increases in both direct 
and cross-coupled damping coefficients as well as increasing 
the potential for the onset of "jump." Increases in the cross-
coupled damping result in an increase in the effective overall 
rotor system stiffness. Under a blade-loss or partial blade-loss 
event, where rotor orbits increase rapidly, the increased system 
stiffness may severely restrict rotor motion such that the direct 
damping may be almost totally eliminated and bearing trans
mitted loads increased to the point that the bearing is destroyed. 
In addition, the large imbalance levels experienced from a 
weight loss transient may cause a conventional squeeze film 
damper to experience bistable operation or a "jump" in vi
bration orbits. Further, where a conventional damper may 
bottom out after relatively small transient weight loss events, 
the porous chambered damper can permit, as a minimum, three 
times the range of motion without bottoming out. Stops or 
bumpers may of course be used to restrict rotor orbits for 
blade tip clearance control if needed. Increasing the clearance 
of a conventional squeeze film damper to accommodate the 
motions of abusive imbalance conditions or to eliminate the 
potential for bistable orbits, however, will result in a significant 
reduction in system damping for the same length damper. 
Thus, the porous chambered damper can provide the same 
level of damping as a conventional damper, but with improved 
performance under both normal and abusive imbalance con
ditions. 

In summary, a novel porous chambered damper was con
ceived, designed, and tested. This damper performed as ex
pected and appears to be an excellent candidate for a wide 
range of rotor systems. With its large clearance and superior 
performance, this damper is ideally suited to applications where 
high or abusive rotating loads may be encountered, such as 
may results from a partial blade-loss event in a gas turbine 
engine. 
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The Basics of Powder Lubrication 
in High-Temperature Powder-
Lubricated Dampers 
The objective of this investigation is to develop a novel powder-lubricated rotor 
bearing system damper concept for use in high-temperature, high-speed rotating 
machinery such as advanced aircraft gas turbine engines. The approach discussed 
herein consists of replacing a conventional oil lubrication orfrictional damper system 
with a powder lubrication system that uses the process particulates or externally fed 
powder lubricant. Unlike previous work in this field, this approach is based on the 
postulate of the quasi-hydrodynamic nature of powder lubrication. This postulate 
is deduced from past observation and present verification that there are a number 
of basic features of powder flow in narrow interfaces that have the characteristic 
behavior of fluid film lubrication. In addition to corroborating the basic mechanism 
of powder lubrication, the conceptual and experimental work performed in this 
program provides guidelines for selection of the proper geometries, materials, and 
powders suitable for this tribological process. The present investigation describes 
the fundamentals of quasi-hydrodynamic powder lubrication and defines the ra
tionale underlying the design of the test facility. The performance and the results 
of the experimental program present conclusions reached regarding design require
ments as well as the formulation of a proper model of quasi-hydrodynamic powder 
lubrication. 

Background and Objectives 
In many applications where solid-lubricated bearings are 

used, some form of solid-lubricated damper will be required. 
The need for solid lubricated bearing and damper technology 
has become increasingly evident with the Air Force High Per
formance Turbine Engine Technology (HPTET) initiative. A 
major goal of the HPTET initiative is to double the propulsive 
capabilities of advanced gas turbine engines; this will require 
increased engine operating temperatures and more stringent 
vibration control. In contrast with existing gas turbine engine 
designs, which routinely use squeeze film dampers with liquid-
lubricated rolling element bearings, engine bearing environ
ment temperatures are expected to exceed 540°C (1000°F) and 
approach 816°C (1500°F). The severity of the thermal envi
ronment will preclude the use of conventional and even high-
performance high-temperature liquid lubricants. To address 
the need for high-temperature rotor support, considerable and 
intense effort has been directed at the development of solid-
lubricated, including powder-lubricated, bearing development. 
However, with the exception of the pure Coulomb friction 
damper (Heshmat et al., 1982), little, if any, effort has yet 
addressed the need for dampers to complement and support 
high-temperature rotor bearing systems. 

To overcome the problem of excessive wear associated with 
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frictional damper devices, an approach beyond conventional 
palliatives was needed. A new tribosystem—powder lubrica
tion—was introduced to generate a lubricating film persisting 
at all frequencies (speeds). Success in powder-lubricated sys
tems may go beyond the therapeutic role of alleviating wear 
in damper components and actually make possible such tech
nological breakthroughs as the bearings of aforementioned 
high-performance turbine engine, where high temperatures 
prohibit the use of liquid lubricants. 

Powder lubrication is based on previous investigations and 
on experiments conducted by the authors and documented in 
the attached bibliography. It has been postulated that powder 
flow exhibits some of the basic features of hydrodynamic lu
brication. However, such quasi-hydrodynamic behavior holds 
only for a certain range of particle size with respect to particular 
tribomaterial combinations. 

Given the proper size and appropriate surface geometry, the 
particles exhibit a layerlike shearing reminiscent of genuine 
fluids. This shearing was responsible for the experimentally 
observed drop in wear when debris was present between the 
two contacting surfaces. 

It has been postulated by Heshmat (1989a, 1990a), and is 
shown in the model of Fig. 1, that under powder lubrication 
conditions an intermediate film—a form of boundary layer— 
is created between the interacting surfaces and the lubricant 
film. An accommodation between the velocities of the two 
surfaces (K, and V2) and the edge velocities of the lubricant 
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Fig. 1 Quasi-hydrodynamic model for powder lubrication 

film {U\ and U2) occurs across this intermediate film. The 
thicknesses of the intermediate films are of the order of the 
surface roughness (<5i and i52) of the respective mating materials. 

The tests conducted under this program clarify and amplify 
the mechanism of formation of these intermediate films. This 
adhesive film consists of the powder lubricant, or of one of 
its components , either in pure form or in some chemically 
altered state, very likely an oxide. The intermediate layer, made 
up of the adhered powder , has a flexibility of behaving either 
as a solid or as a semi-powder in which considerable creep 
occurs. This creep makes the accommodat ion of flow velocities 
from V\ to Ux and V2 to U2 possible, as shown in Fig. 1. 

The total heat generated from the shearing of the powder 
film (HT) is mainly convected (H3) via powder lubricant film 
flow through the interface gap, as shown in Fig. 1. The in
termediate film attaches to the surfaces; of these layers of thin 

powder only a fraction of the powder lubricant film continues 
to absorb the heat from the sheared film (conduction term: 
H , + H2). 

As shown in Fig. 1, HT is equal to the sum of Hu H2, and 
7/3 for powder lubrication conditions. However, in a dry solid 
lubrication situation the chief heat transfer mode is conduction 
and all of the generated friction heat in the contact is dissipated 
to the tribosurfaces {HT = H{ + H2), leading to a higher 
surface temperature , which has been proven to have a detri
mental effect on the tr ibomaterials . 

In practical terms, the above considerations call for a system 
approach to match the requirements of this quasi-hydrody
namic mode of lubrication with several important subelements, 
including 

9 Geometry of the components 
8 Surface properties of the materials 
• Physical, mechanical, and chemical characteristics of the 

powder 
• Lubricant delivery and scavenging system 

The overall objective of this program was to deal with the 
development of powder-lubricated dampers . The feasibility of 
a recently conceived powder-lubricated damper concept (Hesh-
mat , 1988) has been demonstrated in a series of experiments 
using a controlled orbit test rig to evaluate the concept at 
temperatures to 540°C (1000°F). Damping performance of 
suitable high-temperature materials lubricated with a powder 
has been evaluated in terms of load, temperature , and wear. 

A theoretical model developed to predict damper perform
ance is described in this paper . However, since the concept of 
particulate lubrication is new, there is no analytical base for 
estimating wear performance. Consequently, heavy reliance 
was placed on experimentation. For the present application, 
the tests performed had two basic goals: to test the feasibility 
of introducing particulate lubrication, and to quantify the be
havior of the quasi-hydrodynamic film to obtain empirical 
correlations for calculating load capacity and other perform
ance characteristics of the damper . Ultimately, using the rheo-

Nomenclature 

Beo = shear damping (theoretical) 
Beq = Beo/(pR2erw/c) 

C = solid fraction of powder = p/ps 

Ceq = equivalent viscous damping 
Ceq = Cea/{pR2e^/C) 

d = mean average particle diameter 
er = radial eccentricity 
Fs = shear force 

Ftd = transmitted dynamic force 
h = film thickness 
h = h/h0 

h* = 2 (Q/u0h0) = nondimensional flow 
h0 = film thickness scale factor 
L = slider length 
p = pressure, applied unit load = W„/A 
p = (hl/n0UoL)P 
Q = flow per unit transverse length 
R = damper radius 
T = period 

r , = F,d/(W„Vx) 
u = velocity 
u = u/u„ = dimensionless velocity 

u0, U\ = surface velocities as shown in Fig. 1 with u^ 
< u0 

'-tsoi Us\ = surface velocities of powder at y = 0, h 
U = surface tangential velocity 

W = load 
W„ = normal load 

x, y = position coordinates (Fig. 1) 
a, 7 = constants of rheological Eq. (2a) 

a = u{h0/U0){n0U0/h0f 
y = y(h0/U0)(^U0/h0)

5 

1? = y/h 
r\x = reference TJ for K162B = 0.55 
ijT = traction coefficient 
17* = equivalent powder viscosity = 1.0 
A = apparent surface contact area 

ix0 = effective viscosity defined by Eq . (19) 
£ = x/L, 7] = y/n, nondimensional x and y 
p = powder lubricant density 

ps = solid density of lubricant 
T = shear stress 

T* = apparent powder film shear stress 
T = (h0/jX0U0)T 

To, Ty = yield shear stress 
77 = limiting shear stress 

T0, T\ = shear stress at y = 0, h 
J, P, J , ri_. 
h, u, h*,4> = dimensionless quantities 

4>{j) — function relating shear rate to shear stress 
4>(T) = h/h0 4>((n0u0/h0)t) 

w = rotational frequency, rad/s 
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Fig. 2 Regimes of lubrication in a powder and fluid film lubricated 
system for a finite value of load 

logical parameters determined (or verified) from the 
experimental data, an overall powder-lubricated damper as
sembly for the HPTET engine bearings will be developed. 

The Quasi-Hydrodynamic Nature of Powder Lubrica
tion 

In studies of powder lubrication, it was found that, while a 
dry particulate film has no viscosity as it is understood in 
liquids, it exhibits a strain-stress relationship, jt0, which rep
resents a resistance to flow much as viscosity does in fluids 
(Heshmat, 1990b). The motion of the particles in this concept 
resembles molecules in a liquid. Thus, given an appropriate 
geometry, the dry particulate film will generate a lift. Using 
Ho, the criteria of friction and film thickness, and consequently 
of wear, can be related to the group of variables n0* U/W/ 
L, much as the Sommerfeld number does in hydrodynamic 
lubrication, as shown in Fig. 2. The exact nature of this de
pendence will have to be extracted from the test data gathered 
in the program. One advantage of a powder film over liquids 
is that it can provide separation even when there is no relative 
motion. This is of particular relevance in dampers, where the 
velocity is related to the amplitude of vibration. 

Figure 2 shows qualitatively the five operating regimes of 
lubrication: dry, boundary, mixed, hydrodynamic, and lim
iting shear. At low values of the speed parameter, the liquid 
or gas has virtually no effect; there is intimate contact between 
the surfaces; and the conditions are essentially the same as 
those with dry friction, which results in high friction and wear. 
As the speed increases a thin boundary layer film is formed 
with a thickness of the same order as the composite roughness 
of the two surfaces. With a further increase in speed, the system 
moves into the mixed regime where the lubricant film thickness 
increases progressively to the level typically regarded as hy
drodynamic and boundary lubrication. As the film thickness 
increases, asperity contacts decline rapidly, giving a significant 
reduction in both friction and wear. When full hydrodynamic 
lubrication is achieved it is believed that the surfaces are com
pletely separated by the lubricant film and that no wear due 
to asperity contacts occurs. In the full hydrodynamic region, 
friction increases with speed due to viscous drag. For a finite 
value of an applied load, W, with further increase in the relative 
sliding speed U, limiting shear stress may prevail; thus slip 
may occur at the boundary or near the contact surfaces. This 
phenomenon has been experimentally observed for powder, 
reported by Heshmat (1989b, 1990b), and for liquid, in par
ticular in EHD lubrication, by Scott and Winer (1979a, 1979b), 

Fig. 3 Geometry and coordinate system 

Tevaarwek and Johnson (1979), and recently by Kaneta et al. 
(1990). Consequently, wear will be predominant and lubricant 
film thickness along with friction values will approach its lim
iting value. Indeed in the latter region the wear of tribomaterial 
is due to the tribological action taking place between "lubri
cant" and tribosurfaces, rather than asperity or surface con
tact. 

Generalized One-Dimensional Quasi-Hydrodynamic 
Equation 

Considering the geometry and coordinate system given in 
Fig. 3, the governing momentum equation is 

dp/dx=dr/dy (1) 

One possible rheological model of a quasi-hydrodynamic 
powder can be written in the form of a quintic equation (Hesh
mat, 1989a): 

du/dy = (1/H„)T+ ar + yr, (2a) 

Thus the shear stress-shear rate relationship (constitutive) 
may be expressed as follows: 

6= du/dy = 4>{T) (2b) 

As is typical with pseudoplastic material with a yield value, 
a powder is not likely to flow until the shear exceeds the yield 
strength of the powder film rr 

In addition to ry a powder film has a limiting shear strength 
T/, which is related to the bulk powder property, characteristics, 
and physical boundary conditions of tribosurfaces. An ex
ample of levels of ry and 77 conditions for Ti02 , NiO, and 
others is given by Heshmat (1990c). 

The form of 4>(T) that will be considered is shown in Fig. 4. 
The function <£(T) shown in Fig. 4 may be expressed mathe
matically as follows: 

,, , . , ,10 , i f 0 < l T l < T , ... 
0(T) = sign(r) , , . ,, . , ' , , ^ (3) 

I ^ ( I T - T y l ) , if Ty< I T ! <T/ 
where 

sign(r) = 
•1 , if T < 0 

1, if T > 0 
(4) 

Continuity Equation. For one-dimensional flow the inte
gral of velocity, w, across the film will be independent of x: 

udy=> (5) 

Boundary Conditions. 

(a) Velocity and Shear 

At> = 0, u = uS0 (6) 

at y = h(x), u = usl (7) 

where the surface velocities of the powder uso and usl will be 
equal to the velocity of the moving surfaces u0 and u. If the 
shear stress is less than the limiting value, 77, slip will occur at 
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Equation (5) (the continuity equation) may be integrated by 
parts to obtain 

Fig. 4 Shear rate versus shear stress with the conditions of a yield 
shear and limiting shear stress 

the limiting shear stress as necessary to prevent exceeding the 
limiting shear stress. The velocity boundary conditions may 
thus be written as 

or 

or 

-U0, if T 0 < T / 

Usi = UU if Ti<Tl 

Ti=T, 

(8) 

(9) 

(10) 

(11) 

(b) Pressure. The pressure is taken to be 0 at both ends 
of the bearing, thus 

and 

p = 0 @x = 0 

p = 0 @x = L 

(12) 

(13) 

Method of Solution. Equations (1)—(13) provide a com
plete statement of the problem. For given values of uu u0, L, 
h(x), Ty, TI, and 4>(T) we need to solve for us0, us\, p(x), Q, 
and T(X, y). The pressure and surface shear stress may then be 
used to determine the load and friction force. 

To proceed, one may integrate Eq. (1) with respect to y to 
obtain 

riy) = dp/dx y + r0. (14) 

The shear stress will always vary linearly across the film. 
The velocity distribution may be determined by integrating Eq. 
(2) with respect to y subject to Eq. (6) to obtain 

u = uso+ \ <t>(r(y'))dy' 

and applying Eq. (7) at y = h 

(j>(T(y))dy = usl-usl 

(15) 

(16) 

r r du 
u dy = uslh- y — dy=Q 

Jo Jo dy 

Hence from Eq. (2) 

Usxh- y<t>{T(y))dy=Q 
Jo 

(17) 

(18) 

where r(y) is given by Eq. (14). 

Computational Procedure. The problem is solved by using 
two primary levels of iteration. The inner level consists of 
solving Eqs. (14), (16), and (18) to determine dp/dx and T0 at 
each value of x on a discrete grid for a given value of Q. The 
outer level of iteration determines the value of Q needed to 
satisfy the pressure boundary conditions given in Eqs. (12) and 
(13). 

A Mueller iteration procedure is used for the outer level. 
This requires two initial guesses, which must bracket the flow 
rate Q. In general the flow is bracketed by Couette at the mean 
and minimum film thicknesses assuming no slip: 

(uD + u,) /2hmin < Q < (u0 + u, )/2hBVg 

The inner level, which requires determining the values of 
dp/dx and r0 that satisfy the two integrals in Eqs. (16) and 
(18), is carried out by means of a Newton-Raphson iteration 
with the two integrals evaluated by 10 point Gaussian quad
ratures. The interval 0 < x < L is subdivided into N equally 
spaced points starting at x = 0. The inner level solutions at 
each value of x are mutually independent. 

Inner Level Iterations for T < 17. Again it should be noted 
that the inner level solution corresponds to values of dp/dx 
and T0 that satisfy Eqs. (16) and (18) for a given value of Q. 
At any point within an iteration the T0 and dp/dx are assumed 
to be known. 

Initially it is assumed that the limiting shear stress is not 
reached; hence the surface velocities of the powder are pre
scribed («, and u0). Since the shear stress varies linearly across 
the film it is straight-forward to determine the location of any 
points within the film where T = ±ry. As such, bands in which 
T < Ty may be excluded from the integrals in Eqs. (16) and 
(18), thereby maintaining a high level of accuracy in the Gaus
sian integrations. 

Inner Level Iterations When 77 is Reached. An inner level 
solution is initially obtained in the manner described above 
assuming that no slip takes place. If the limiting shear is ex
ceeded, Eqs. (16) and (18) must be resolved in the appropriate 
manner. Noting that 77 = T0 + h dp/dx, we may consider 
Eqs. (16) and (18) to be functions of the four variables (T0, TU 

USo
us\)-

Two of the variables will be known and the other two must 
be determined. If T/ is not exceeded then uso and us{ are known 
and TP and TX must be determined. If \T0\, based on this so
lution, exceeded 77, then the equations must be resolved for TX 

and uso, assuming that T0 and T; and ŵ i = u\. If ITII now 
exceeds 77, we must obtain a third solution for us0 and usl, 
assuming that T0 and T^ are equal to ± 77. 

Dimensionless Variables and Parameters. Although the 
problem has been described in the previous sections using di
mensional variables, actual computations are carried out using 
nondimensional variables and parameters. These are based on 
quantities given above and a reference film thickness, h0, usu
ally taken as the minimum film thickness. They are given in 
the nomenclature section. 
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Fig. 5 Schematic of high-temperature dry powder-lubricated damper 
for a turbine engine bearing 

Powder-Lubricated Damper Description 
To overcome the negative aspects of the Coulomb friction 

damper, a dry powder-lubricated damper concept as depicted 
in the schematic of Fig. 5 was conceived. The concept is based 
on internally or externally fed triboparticulate matter, which 
acts as the lubricating agent, reducing wear and carrying heat 
away from the contact. 

The ability of a powder lubricant film to carry away a large 
portion of the heat generated and separate the damper elements 
gives the powder-lubricated damper concept a distinct advan
tage over any system based on the direct contact of materials 
or surface coatings. Figure 5 illustrates one possible powder-
lubricated damper concept with an associated self-contained 
powder lubrication scheme. In this concept, high levels of direct 
damping are possible with a minimum of material wear due 
to the shearing of the lubricious powders as they undergo 
relative sliding motion during damper nutation. Among the 
unique features of the powder-lubricated damper are the fol
lowing: 

• It can be decoupled from the bearing dynamic coefficients. 
• It can be operated as an active vibration controller by 

varying the normal load. 
• A wide range of damping can easily be achieved by ex

panding the powder-lubricated damper to include a greater 
or small number of shearing surfaces. 

• The damping element materials and powders can be en
gineered to suit the system needs. 

• The powders used to lubricate the bearing may also be used 
in the damper. 

The cone or convergent wedge-shaped damper components 
provide self-lubrication and re-entry of the powder to the 
shearing zone. The frictional heat generated is removed from 
the contact zone via the powder flow, thus preventing many 
of the tribological problems associated with the pure frictional 

dampers. The powder-lubricated damper concept also provides 
some self-alignment capabilities in a compact design. 

This concept consists of pairs of damper pads that are loaded 
axially against nutating damper elements. Powder in the case 
of internally fed conditions is agitated via nutating motion of 
the damper elements, making it accessible to the damper com
ponents. An alternative method of lubrication is a mixture of 
gas and powder to be transported to the damper entrance region 
at the inner diameter of the damper pads. The contacting 
surfaces of the damper pads are designed to have a radial 
converging wedge and a circumferential wave. The converging 
regions on the damper pads enhance the powder flow, causing 
the formation of a powder film that separates the mating 
surfaces. The damper pads are also wedge shaped in the radial 
direction to enhance the radially outward flow of the powder 
and assist in removing heat from the contact. 

The bearing outer race is mounted to the damper element, 
which is in turn secured by an antirotation device to the engine 
static structure. 

Theoretical Evaluation of Powder-Lubricated Damper 
(PLD) 

The basic elements and operation of a powder-lubricated 
damper (PLD) are portrayed in Fig. 5. The powder film is 
sheared in the radial and circumferential directions between 
the mating surfaces. The shear force can be obtained from the 
following equations: 

FS=TA (a) 

The relevant energy relationship for the PLD can be written 

E=\ (BeqX)Xdt\ X=erOocos wt 

From Eq. (b) we have 
Beq = E/uwXo 

(b) 

(c) 

(d) 

where frictional energy per cycle can be written 
E = 4wx0Fs 

Solving for equivalent viscous damping Beq, we obtain 
Beq = AFs/o>x0 or =4AT/oier (e) 

The parameter T, which is the shear stress generated in the 
powder film due to the relative motion of the damper surfaces, 
can be obtained from the solution of governing dimensionless 
momentum and constitutive Eqs. (1) and (2), respectively. 

In order to demonstrate some of the salient features of the 
model, a parametric analysis was conducted to evaluate the 
curved slider geometries representative of the PLD. Equation 
(2a) was evaluated at constant values of a = 280, y = 2900, 
r) = 2 x 10"4, and ht - 3. Using existing experimental data 
for the Ti02 powder, a segment of the PLD was analyzed. A 
sample velocity distribution along and across the film of the 
PLD, simulated as a slider configuration, is given in Fig. 9, 
with the pressure boundary conditions of p = 0 at £ = 0 and 
1. 

As can be seen from Fig. 6, the model predicts the occurrence 
of powder lubricant slip relative to the surfaces of the slider. 
The generated slip velocity is due to the shear stresses T0 and 
//. The effect of T0 dominates the leading end portion (i.e., 
near the stationary surface of the slider), while the effect of 
T/ is more pronounced near the trailing ends of both surfaces. 

Figure 7 shows the dimensionless load capacity (W) and 
traction coefficients (T) as a function of the normalized surface 
velocity in a curved slider with dry Ti02 powder lubricant, for 
an assumed constant film ratio othjhi = 3. These parameters 
were nondimensionalized as follows: 

Fs = FAh0/fi0U0)=ATs; W=Wh0/^UaL
2 
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where L is taken to be the length in the sliding direction and 
is equal to the damper eccentricity. 

From the predicted data shown in Fig. 7, it appears that an 
increase in U0 beyond 1.5, unlike conventional fluid film slid
ers, has a degrading effect on the hydrodynamic component 
of load capacity and has a weak effect on the traction per
formance. In addition, the tractive force T increases as a func
tion of U0 and asymptotically approaches its limiting value, 
due to r/, while the load-carrying capacity of the powder film 
diminishes as slider velocity is increased. However, U0 beyond 
4.0 has no effect on traction, which ultimately produces con
stant shear force. Experimental evidence confirmed this effect 
and it is therefore concluded that, once the shear force becomes 
constant, the damping possible from a single damper element 
will decrease with further increases in speed. Thus, if a higher 
velocity is expected or higher damping values are required, an 
alternative version of the PLD such as is shown in Fig. 5, 
where multiple dampers are configured in parallel, should be 
considered. 

Experimental Facility. The program described herein, al
though based on a new concept in lubrication theory, is both 
practical and experimental. The program is aimed at deter

mining the feasibility of lubricating surfaces with titanium 
dioxide (Ti02, rutile form) powder; baseline data were obtained 
for unlubricated conditions. The results of tests correlated with 
theory and other available data for the conditions reported 
here and elsewhere (Heshmat and Walton, 1990). 

A series of controlled orbit tests were conducted using square-
shaped damper pads (25 mm x 25 mm X 13 mm thick) and 
a circular damper element as shown in Fig. 8. 

To simulate the action of a full ring, each pad had a 12.7 
fim (0.0005 in.) crown machined in the circumferential direc
tion and chamfer machined in the radial direction. The radial 
chamfer provided a converging wedge region at the powder 
inlet to assist powder flow. The damper element and pads were 
made from titanium carbide cermet material (K162B). They 
were lapped to achieve a surface finish of < 0.05 /xm rms. 
The damper element's flatness was about two light bands. The 
K162B was selected because of its good wear resistance, me
chanical properties, resistance to oxidation, and its ability to 
run against itself at temperatures to 760°C (1400°F). 

Each test pad was instrumented with a thermocouple located 
127 ± 5 /xm (5.0 ± 0.2 mil) beneath the contact surface at 
the center of the pad to measure pad temperature rise during 

11,/^ = 4.0 

?, = 6.97 

T>6 .13 

H = 2.00E-6 

a = 280 

7=2900 

3 5 
dufdy * 1/r| x + a t + yr ; xQI T1 

Fig. 6 Coordinate system and velocity profife of a powder film in a Fig. 7 Traction and load as a function of surface velocity in a curved 
curved slider slider 

Distance Probe 
(2 Places, 90° Apart) 

Spindle 

• Spindle and 
Eccentric 

Nutaling Sleeve 

Normal Load 

• Oven 
Enclosure 

Triaxial Force Transducer 
(Horizontal and Vertical} b) Front View 

a) Side View 

Fig. 8 Powder-lubricated damper controlled orbit test rig for extreme environment 
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testing. Two additional thermocouples were installed in the
opposite corners of the pad holder to measure the ambient
temperature. The damper pads were placed in a four-sided
holder that had two radial arms 90 deg apart that mounted to
the rig base plate through tri-axial quartz force transducers
for dynamic force measurements. The pads were isolated from
external vibrations by compliant mounts placed between the
sides of the pads and the pneumatically operated normal load
mechanism. The compliant elements provides ,a stiffness of
about 67 MPa (10,000 lb/in.lin.). The controlled orbit test rig
consists of a high-speed spindle, stub shaft with an eccentric
sleeve, and a drive motor that is capable of speeds to 20,000
rpm. The stub shaft accepts eccentric sleeves to which the
damper element is attached so that prescribed test orbits may
be evaluated. The damper element controlled circular orbit
motions were recorded with two eddy current probes mounted
90 deg apart.

Displacement and transmitted force test data were taken in
a parametric manner at various normal loads, temperatures,
and speeds. Using the measured force and eccentricity, the
direct damping of the damper pad was calculated using the
following relation:

B= IFtdl/(wlexl)

At the start of elevated temperature testing the damper pads
were heated by introducing 705°C ± 8 (1300°F ± 15) air into
the oven compartment surrounding the damper pads. Once
the pad reached the desired temperature, powder from the
fluidized supply was sprayed directly to the pad/element.

The damper pads were weighed and the surface condition
documented before and after selected tests to establish wear
rates. For each test run, the eccentricity, normal load, and
ambient test temperature were held constant while the rotor
precessional speed was increased in 1000 rpm increments to a
maximum speed of 10,000 rpm.

Properties of Powder Lubricant. Titanium dioxide powder
(Ti02, rutile form) with a boiling point of 2480-3000°C (4500
5400°F), a melting point of 3300-3330°F, and a molecular
weight and density of 79.9 and 4.26 g/cc, respectively, was

used to lubricate the damper. An analysis of the powder showed
that it had a 50 percent accumulative particle size distribution
of 5.95 micron, matches PDF 21-1276 Tetragonal, and was
99.5 percent pure. A fluidized bed powder delivery system and
a high-temperature pressurized air system capable of 700°C
(1300°F) were used to deliver the powder to the damper.

Description of Test Performed. Because of the large vol
ume of data, only results that revealed aspects pertinent to the
present investigation will be cited and, where necessary, dis
cussed.

The PLD was first tested with dry powder Ti02 • The runs
covered the entire range of loads from 22.3 to 223 N (5 to 50
Ib) and speeds up to 10,000 rpm, and test temperatures from
room temperature up to 427°C (800°F).

The lubricated damper pad and element specimens after a
35-min test at room temperature showed no signs of wear.
After the test, a small weight gain could be measured for the
pad; this gain was 1.5 mg. This gain was due to Ti02 film
formation. The appearance of the contact surfaces of the test
specimens after the test is shown in Figs. 9(a) and 9(b).

Fig. 9(a) Powder·lubricated damper element alter 35·m'n test at room
lemperature (W. = 22.24 to 222.4 N, speed to 10,000 rpm, e, = 0.24 mm)

Thick Layers of Adhered Ti02Powder Film

Powder-Lubricated Damper Test
Specimen

(0)

Scattered Ti02
Part ides

(D)

Thin Layers of
Powder Film

Fig. 9(b) Powder·lubricated damper pad alter 35·min test at room lemperature (Wn = 22.24 to 222.4 N,
speed to 10,000 rpm, 8, = 0.24 mm)
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(b)
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Powder Film

Thick Layers of Adhered
T'02 Powder Film

Powder·LubflC3led Damper
Tesl Specimen

Thick Layers of Adhered
Ti02 Po ~der Film

(0)

(dl

Fig.10 Powder-lubricated damper pad after high·temperature test for 12 min (W. '" 22.3 to 89.0 N, speed
to 6000 rpm, e, '" 0.24 mm, at 427°C)

0.2

o-...L--,---,------r----,-----r-.-J

Speed (rpm)

Fig. 11 Powder·lubricated damper performance as a function of speed
and temperature

may be stated. First, the equivalent damping goes through an
initial decrease followed by a gradual increase in damping with
increasing speed. Secondly, the damping increases with in
creases in normal load. For instance, increasing the normal
load by a factor of three resulted in an increase in damping
about 2.5 times.

The maximum damper pad temperature rise (thermocouples
were embedded near the contact surfaces), for example with
a constant load of Wn = 111.2 N (25 Ib) at 10,000 rpm, was
measured to be 25°C (45°F). Generally, the pad temperature
rise was linearly proportional to speed. Thermal behavior of
the powder-lubricated damper provides further evidence that
the powder film was carrying generated heat away from the
contact as was discussed earlier (Fig. 1).

6000

..

5000

Temperature
i!; Room
o 600°F
/:, 700°F
x 800°F

400030002000

1.0
e, = 0.006 in.; 10-lb Load

0.8

0.6 ::------.0'

Ict :? :•
0.4 '----: ~

x

In the same series of tests, the damper specimens were tested
with Ti02 powder and the runs covered the entire range of
temperatures up to 426°C (800°F). After a 12-min test no wear
had occurred in any of the test samples. Overall test results
with the powder lubricant were excellent. The damper pad
specimen showed a 2.5 !-tm thick, TiOrtype buildup. The ap
pearance of the damper pad after high-temperature testing is
shown in Fig. 10.

The surfaces of the slider and counterface have been covered
with thin adhered layers of extremely fine powder after a period
of testing with powder lubricant. This adhered layer is believed
to playa major role in terms of protecting the tribomaterial
surfaces and dictating the magnitude of slip velocity at the
boundaries. The presence of adhered and residual powder film
is shown in the light micrographs of Figs. 9 and 10. This
adhered powder film was considered intermediate film as shown
in the model of Fig. 1 under powder lubrication conditions.

Figure 11 presents powder-lubricated damper performance,
Ceq, as a function of speed and ambient temperature for a
constant eccentricity of er = 0.152 mm (0.006 in.) and a con
stant load of 44.5 N. As can be seen from the plots of data
in Fig. 11, the deviations in damping are small and they fall
within a nearly constant data band.

As given in Table 1, there is a modest agreement between
the predicted and measured damping as a function of speed.
While the measured direct damping does not exactly match
the theory, especially at lower speed, it is evident that the trends
are similar. However, some of the discrepancy between the
measurements and predictions may be due to the constants of
the rheological model: !-to, ex, and 'Y. Indeed, physical properties
of the powder such as density, yield, and limiting shear stresses
are functions of local film pressure, strain rate and others. In
this first-order analysis they were assumed to be constant
throughout operation.

In reviewing equivalent damping as a function of load and
speed, given in Fig. 12, the following characteristic behavior
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A set of two damper pads was tested in an unlubricated
condition at room temperature. The test duration was about
one minute under a load of 44.5 N (10 lb) and speeds up to
6000 rpm. During this run a high-pitched noise often devel
oped, in particular when the speed was raised over 3000 rpm.
Visual examination revealed abrasive and adhesive-type wear
marks on the trailing portion of the pad.

Figure 13 shows the condition of the unlubricated test spec
imen after the one-minute run. As can be seen, considerable
surface distress is evident. Figure 14(a) is a photograph of the
damaged surface, indicating tlle wear pattern, while Fig. 14(b)
shows a photograph of the distressed subsurface of the same
damaged area. The latter photo was taken after preparation
of the surface via lapping and removing wear debris and ad
hered film from the damper pad specimen as shown in Fig.
13(a). The severity of the surface distress shown in Figs. 14(a)

and 14(b) was considered detrimental to the pure frictional
damper life.

Figure 15 plots the measured damper frictional forces as a
function of speed for both the powder-lubricated and unlu
bricated (dry) conditions. The characteristics of the two con
ditions differ considerably. The powder-lubricated frictional
force data appear in many ways akin to the conventional hy
drodynamic lubrication system (see Fig. 2). The unlubricated
damper showed a l:onstant shear force for much of the initial
low-speed range, analogous to a dry frictional material be
havior, followed by a rapid rise in shear force at a higher
speed.

This sudden change in frictional force was attributed to the
aforementioned surface damage (adhesive wear).

Conclusions
The damper performance, together with test observations

and test specimen inspections, including powder-lubricated and
unlubricated conditions, leads to the following conclusions
with regard to the practical requirements of a powder lubri
cation system:

• Film Adhesion. An integral feature of powder lubri
cation is the permanent adhesion of the powder lubricant,
either in pure form or in some altered state, to the interacting
surfaces. Adhesion has wide-ranging effects on several tri
bological aspects of the lubrication process, namely: (a) mor
phology of the interacting surfaces, (b) surface roughness, (c)
film thickness, and (d) characteristics of shear, friction, etc.

• Intermediate Film. It has been postulated by Heshmat
(1989a), and is shown in the model of Fig. 1, that under powder
lubrication conditions an intermediate film-a form of bound
ary layers-is created between the interacting surfaces and the
lubricant film. The tests conducted under this program clarify

50004000

Normal Load (Ib)
• 5
o 10
/:; 15
o 20

2000 3000

Speed (rpm)

Equivalent damper as a function of speed and load at 427°C

0-+-----,.----,------,-----1
1000

1.0-,--------------------,e,. 0.006 in.; Tamb • 800'F

0.8

Fig. 12

•

0.4

C" 0.6
lU~

0.2

Surface Crowned in Direc1ion 01 (0
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Table 1 Comparison of PLD performance data-theory versus experiment; e, = 152.4
I'm, Wn = 44.5 N (10 Ib)

SPEED (RPM) THEORETICAL PREDICTION EXPERIMENTAL DATA

-t -
(N-S)xN T B * C * C ** 10+3

eq eq eq
( -) (-) [lb-s)/in] m

2,000 0.361 0.973 0.47 90.00 15.76

3,000 0.569 0.971 0.42 120.83 21.16

4,000 0.642 0.398 0.47 180.43 31.50

I
5,000 0.715 0.410 0.37 196.83 34.47

6,000 0.725 0.290 0.34 212.89 37.28

~ = 4 x 10-
4

1b-s/in
2

, h = 1.025 x 10-4 ; h = .0006025"
a a 1

h1/h
o

= 5.88, e
r

= .006 in; R
2

= 3.99 in., R
1

= 2.99 in.

t See Fig. 7
* Per unit area
~'o": Total damping for damper element

O+--,..--.,....,....,...,"TT1.-----,---,,..,..,....,.rrr,..---,--,.--,-rn..,,-!
10.1

2.0,...----------·---------,
Lubricant - Ti02, Rutile Form (dp <5 Ilm)
er = 0.006 in. at Room Temperature

Wn = 10 Ib1.6

0.8

0.4

1.2

Powder Lubricated

(a')

Wear pattern on surface

Damaged and distressed subsurface

Fig. 14 Light micrograph of unlubricated damper pad surface alter 1.0·
min test (see Fig. 17 for test conditions)

TJ' ooIp

Fig. 15 Normalized shear force as a function of speed parameter for
powder·lubricated and un lubricated damper tests

namic lubrication by exhibiting a layerlike shear, reminiscent
of fluids. This shear is deemed responsible for the reduction
in wear that accompanies the presence of debris between in
teracting surfaces. The nature of this sheared flow causes the
least possible discontinuity between the various laminae of the
powder bed. Thus, the basic feature of the quasi-hydrodynamic
model is a layered flow of the powder bed, as portrayed in
Fig.!.

• Damper Concept. A novel high-temperature powder
lubricated damper with application to advanced turbine en
gines has been conceived and tested. Based on the experimental
evidence and the theoretical development, it was shown that
the equivalent damping of this concept is nearly constant with

.temperature and speed and increases with increasing normal
load. Although tests were run with what may seem a severe
lubricant (dry TiOzpowder), no wear occurred. Long wear life
for this damper is expected since powder lubrication produced
no wear on the interacting surfaces.

and amplify the mechanism of formation of these intermediate
films.

• Hydrodynamic Model. Results of the series of exper
iments with powder indicate that the mechanism of powder
flow seems to follow some of the basic features of hydrody-
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A Gas-Operated Bearing Damper 
for Turbomachioery 
A gas-operated bearing damper for turbomachinery has been designed, analyzed, 
and experimentally investigated in the laboratory. The damper utilizes air bled off 
from the compressor to power an actuator through orifices with area modulated by 
the vibratory displacement at the bearing support. The design objective for this 
passive device is to make the actuating dynamic gas pressure phase lead the vibratory 
displacement by 90 deg. Several variations of the basic concept have been tested. 
An analysis was performed to guide the experiments. All of the designs tested to 
date can produce positive damping, and one particular design has produced a damp
ing coefficient of 8756 N-s/m (50 Ib-sec/in.) with a power penalty of 5.2 kW (7 
hp) at310KPa (45psi). Thisdesign was installed on a laboratory rotor with flexibly 
supported ball bearings, and significant damping of the critical speed response was 
demonstrated. The experimental results to date suggest that further research can 
produce significant improvements in performance, and the device appears to be 
especially adaptable to high-temperature applications for aircraft engines. 

Introduction 
Future military engines, as well as engines for futuristic civil 

aircraft designs such as the National Aerospace Plane, are 
being designed to operate at higher efficiencies and Mach num
bers. This requires lightweight rotor designs along with higher 
operating temperatures that will effectively eliminate oil from 
the engine. Squeeze film dampers will therefore no longer be 
viable devices for controlling engine dynamic response. 

The increased specific power output and highly flexible rotor 
designs of these advanced engines will preclude the possibility 
of achieving acceptable rotordynamic behavior through struc
tural mass and stiffness tuning. Dampers will be needed to 
achieve the required vibration control. Thus, a suitable re
placement for the squeeze-film damper must be found for the 
non-oil high-temperature environment of this new generation 
of aircraft engines. 

A gas-operated bearing damper, which used bleedoff air 
from the engine compressor, is being developed to meet this 
requirement. To replace the squeeze film damper, it must con
trol response to rotor imbalance, allow operation through crit
ical speeds, and suppress potential rotordynamic instabilities. 
Squeeze film dampers are limited to approximately 600 °F even 
with new high-temperature lubricants. We see no reason why 
the gas damper cannot operate at temperatures exceeding 
1000°F using well-known materials. 

Design Variations 
Two basic concepts for the gas damper have been investi

gated and evaluated analytically, and two versions of the most 
promising concept have been experimentally evaluated. The 

Swirl nozzles 
(air jets, compressor bleed air) 
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Rotor 

Fig. 1 Swirl damper concept 

objective of this research to date has been to establish the 
feasibility of a gas damper for the application described above 
and to select the most promising design for further develop
ment. The two basic concepts are: (1) the swirl damper, and 
(2) the pocket damper. 

Figure 1 illustrates the swirl damper concept, which is based 
on the published work of Brown and Hart [1]. They showed 
experimental measurements on a small rotor, which demon
strates that a swirling gas flow around the rotating rotor surface 
(i.e., with no ball bearing in Fig. 1) will suppress synchronous 
response to imbalance if the direction of swirl is opposite to 
shaft rotation. Although the ball bearing in Fig. 1 is optional, 
the performance of the swirl damper is believed to be sensitive 
to the ratio of the nozzle exit fluid velocity to the tangential 
velocity of the rotor surface (the latter is zero with a ball 
bearing). 
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An elementary analysis predicts a very small amount of direct 
damping for the swirl damper, and mainly backward-driving 
cross-coupled stiffness, which is probably responsible for the 
demonstrated attenuation of response to imbalance. Synchron
ous response usually involves forward whirl and most rotor-
dynamic instability mechanisms involve forward whirl. 
Therefore, a combination of backward-driving cross-coupled 
stiffness and small positive direct damping is adequate for 
rotordynamic control under most operating conditions. 

From [1], the predicted cross-coupled stiffness for the swirl 
damper is 

Kxy = RLpufir/c (1) 
where R is the radius; L is the axial length; p is the fluid density; 
u is the maximum fluid tangential velocity;/is the fluid friction 
factor (0.01 < / < 0.1); c is the radial clearance. 

Division of Eq. (1) by the whirl frequency produces an equiv
alent damping coefficient, which is quite small when compared 
to a squeeze film damper. Nevertheless, the swirl damper can 
be installed at very advantageous locations along the rotor to 
improve its effectiveness greatly [2]. This is because it is not 
restricted to application at a bearing location since it does not 
need to be installed on a nonrotating part such as a squirrel 
cage bearing support [3], On the other hand, the evolutionary 
nature of new engine developments would support an argument 
in favor of a stronger damper that could simply be installed 
on the squirrel cage to replace the traditional squeeze film. 

The second basic concept is the pocket damper, in which 
the whirling rotor controls the flow of compressible gas (e.g., 
air) into and/or out of a control volume. The design objective 
is to produce a configuration in which the pocket pressure 
exerts a force on the rotor that opposes the vibratory velocity. 
Figure 2 illustrates a configuration in which the exit area 4 
from the control volume 3 is controlled by the dynamic clear
ance 5 between the rotor and stator. Air is supplied to the 
control volume through a fixed orifice 2. This design will be 
referred to here as the exit-varying pocket damper. In the 
laboratory test apparatus, there are eight pockets in a housing 
around the circumference of the test rotor. This design has the 
same advantage as the swirl damper, that is, it can act directly 
on the rotating rotor surface and therefore can be installed 
almost anywhere along the rotor. 

Figure 3 illustrates an inlet-varying design, which is the most 
powerful gas damper actuator tested to date. One of the two 
actuators shown in the end view (looking along the axis of the 

X 

Fig. 2 Air pocket geometry tor exit-varying pocket damper 

Sliding Head 

R o t o r B e a r i n g S u p p o r t 

Fig. 3 Inlet-varying gas damper with two actuators (end view) 

rotor) is sectioned to show the flow path. As the slider head 
vibrates with the nonrotating bearing support, its displacement 
controls the flow of air from the stationary piston into the 
control volume. Thus the inlet area at location 2 in Fig. 2 is 
regulated by the vibratory displacement. 

Since the pocket damper appears to be the most promising 
concept so far, the balance of this paper will be devoted to 
presenting the theory and test results for it. 

Nomenclature 

A,Aj,Ae = area of pocket chamber, 
m2; area of inlet and exit 
restrictions, m2 

aie = d(ln(Aj/Ae)/d8, dynamic 
variation of inlet/exit 
area; aie = ak>c 

c„ 

£2 
K 

as 

c2 c 

ft 
c 
I 

m 

n 

= 8i = 0i + <£ sonic speed, 
m/s 

= PjA/RTh VAyRT,-
= nominal radial clearance, 

= - rh<j)/Ps, maie 
= stiffness and damping 

coefficients, N/m, Ns/m 
= length or depth of 

pocket chamber, m 
= mass flow rate across the 

pocket damper, kg/s 
= number of pockets on 

bearing circumference 
(« * 3) 
absolute pressure, dy
namic pressure, N/m2 

absolute temperature, K 
A{l+b(t)) = volume of 
pocket chamber, m3 

X, x, x = amplitude of dynamic 
displacement, m = 
Xsin{ut), Xwcos(wt) 
Pj/Ps, Pe/Pj = inlet and 
exit pressure ratios 
[ 2 Z | ( 2 - 7 ) / 7 _ ( 7 + 1 ) ^ l / 7 h 

P,P = 

T 
V 

Zj) Ze ~~ 

z, = 

z„ = 
2YfcfT-

7+1 1 
27 27 
[(Y+l)*i7 

7h + 

+ l)/y 

l)/7] 

- 2 ^ ] 

-7Z,< 

M / / c + l ) 

WA.) ^ 

Cp/Cv = 1.4 = specific 
heat ratio for air 

5(0 = c + Xsin(at) = 
dynamic motion, m 

7 = 

r = 

n = 

Subscripts 

fc^T+lVTJ 

zy^y(Ae/A,) 

r 
yz,4 
Ze/zi - Zt 
frequency of motion, 
rad/s 

at discharge conditions 
inlet, at pocket chamber 
supply conditions 
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Theory 

In an attempt to explain the rotordynamic effect of the 
labyrinth seals for compressible fluids, Alford [4] showed that, 
if the flow of gas into and out of a cavity is regulated by a 
vibratory motion, the dynamic pressure in the cavity can be 
out of phase with the vibratory motion. 

Following his basic idea, and referring to the location num
bers on Fig. 2, consider the flow of a perfect gas from a supply 
source at Ps, Ts (location 1), across restriction A-, (location 2), 
to a large volume (location 3)' at conditions Ph T-„ and then 
discharging through the exit restriction Ae (location 4) to exit 
conditions Pe, Te. Unsteady flow conditions are determined 
by the dynamic displacement 8(t) = c + Xsin(ut) of a side 
of the volume, as shown in Fig. 2. Furthermore, both restric
tions, at inlet and discharge, present flux areas (Ah Ae) that 
can be dependent on the motion (i.e., as in Figs. 2 or 3). The 
conservation of mass equation in the pocket volumes states 
that 

V dPj PjA 95 
+ me(t) -ihi(t) = 0 (2) 

yTft dt RT, dt 

For small-amplitude dynamic motions, X « C, we assume 
the pressure and mass flow rates are given as the sum of a 
static and dynamic component, such that 

Pi(t)=Pi+pi(t) 

miye(t) 
drhj e - , > dm, 

HO dp/ as 

where rh is the mass flow rate at equilibrium conditions 
given for a perfect gas as, 

PsAtf(Zi) PiAet(Ze) 
m-

JyRTs JyRTi 

where 

Hz) = 
2Y2 

[z2' 
: / 7 _ , ( Y + 1 ) / Y 

(3a) 

(3b) 

and 

(4) 

(5) L(7-l) 
and Zi = P/Ps> ze = PJP-, are the pressure ratios at inlet and 
discharge, respectively. From Eq. (4), a relationship between 
inlet and exit pressure ratios can be easily obtained. For air, 
the maximum pressure ratio, Pe/Ps, is equal to 0.27908, and 
occurs when both inlet and discharge areas are choked. 

Substitution of Eq. (3) and Eq. (2) renders the equation 

dpi 
C2 — + CjXu cos cat-g2p,(t)-g3X sin ut = 0 (6) 

at 

The coefficients Cu C2, g2, and g3 are given in the Nomen
clature. A solution to Eq. (6) is easily obtained in the form, 

S C 
Pi(t)=pissin(ult)+piccos(o3t)= —£x(t)--£x(t) (7) 

where 

pis= -XS/A; pic= -XuC/A (8a) 

and 

SP = (gigi + CtC2o>2); Cp = (g,C2-g2d)A = 82 + CW 
(86) 

It is evident that if positive dynamic stiffness (opposed to 
displacement) and positive dynamic damping (opposed to ve
locity) are to be obtained, the following conditions must be 
satisfied for all frequencies and geometries used: 

Sp=(g3g2 + ClC2U
2)>0 

Cp=(giC2-g2Cl)>0 (9) 

If the dynamic variation of volume in the pockets is ne
glected, then C\ = 0, and thus, Sp = g3g2 and Cp - g3C2. 
Since C2 > 0, and it can be shown that g2 < 0 for all pressure 
ratios, then positive damping would be obtained if g3 > 0. 

For positive flow through the volume (m > 0), positive damp
ing is obtained if 

AAdS 

1 (dA\ 1 (dA 

dS 
>0 

We conclude then, as Alford [4] has previously shown, that 

(a) If the exit area is varying, dAe/d8 > 0, while the inlet 
area remains fixed, 9-4/35 = 0, then aie < 0 and a 
negative da'mping coefficient will be obtained. 

(b) If the inlet area is varying, 9.4/96 > 0, when the exit 
area is fixed, 3Ae/dS = 0, then aie > 0 and a positive 
damping coefficient is obtained. 

(c) If both inlet and exit areas are fixed, 9.4/95 = dAe/ 
35 = 0, then ale = 0 and no damping or stiffness will 
be obtained. 

The opposite reasoning holds for the stiffness coefficient. 
Also, if the change in volume is preserved, Ct ^ 0, it can 

be shown that positive damping can be obtained even for an 
exit area varying and an inlet area fixed. 

The local force exerted by the dynamic pressurep,(t) on the 
journal surface is equal to 

fAt) =Pi(t)A = - ^ - x(t) — e - x(t) 
A 

(10) 

If n equally spaced pocket chambers (n > 3) exist around the 
bearing circumference, then it can be shown that for circular 
centered orbits of radius e, the total radial and tangential forces 
are time independent and equal to: 

Fr= -Ke 

F,= -Ceu (11) 

where the total stiffness (K) and damping (C) coefficients 
are given after some considerable algebraic manipulation as 

nAP5aien+u(M} 
2 c 4> [\ + (M2] 

„ nAPs 

2 a. A J '[l+03«)2] 

(12) 

(13) 

Equations (12) and (13) show that the force coefficients, 
stiffness, and damping are highly dependent on the excitation 
frequency w. Note that as co — oo, the damping coefficient 
vanishes regardless of the geometric configuration. 

Also, it is pointed out that the analysis neglects any viscous 
effects that may arise in thin film lands between the volume 
discharge and sump reservoir. These effects are regarded as 
small due to the nature of the fluid considered. In any case, 
viscous effects, if present, will increase the damping coeffi
cient. 

As an example of the analysis, we consider a gas pocket 
damper with the following characteristics: 

r s = 333.3 K (600 R), Ps = 745 KPa(114.7 psi) 

/= 12.7 mm (0.5 in.), c = 0.254mm (0.010 in.), / /c=50 

Ae/Ai=l.5-Pe/Ps= .32322, 

, aie= \/c 

A = 7tDe2/4, varies 

The pressure ratio Pe/Ps = 0.32322, implies that the exit area 
is choked, so then for Ae/A,= 1.5, 

zc = P e /P ; = 0.52828; z, = P / P s = 0.61182; ^(z,-) =0.7976 

<t>= 1.7828; r = 1.0397; 11 = 0.68085; 

tfs = (y£7;)1 / 2 = 366.14 m/s (14415in./s) 

and a = - 0.02994; /3 = (A/Ae) * 2.6983 x 10~4 1/Hz 
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Table 1 

A 2 cm 
De 
cm 

A 
A 
e 

P 
1/Hz 

K 
KN/m 

C 
N sec/m 

<A* 

Hz 

6.45 2.866 28 .20 .0076091 

12.9 4.053 39.894 0.01076 

-562.98 • n 

-1125.90-n 

25.8 5.732 56.410 0.015221 -2251.86-n 

2 2 
( 1 + afTw ) 

2 2 
( 1 + ccP w )• 

2 2 (1 + p V ) 
2 2 

(1+aPwi ) 

2~~2 

( i+pV) 

1030.8 n 
2 2 (1 + p V ) 

2918.11 n 

2~2 
( 1 + P w ) 

8237.9 n 

2~2 
(1+P w ) 

759.51 

537.10 

379.69 

-8SS8 
a !• 

Fraqusney (HZ) 

IS 

Fig. 4 Theoretical stiffness versus frequency for the example pocket 
damper 

The ratio of pressure action area, A, to exit area, 
given by: 

A., is 

A_ 
A, 

xD2/4 
•KD„C ' Ac 

For pocket areas A = 6.45 cm2, 12.9 cm2, 25.80 cm2 (1, 2, 4 
in.2) the calculated values of stiffness and damping coefficients 
are given in Table 1. Notice that the dynamic stiffness is neg
ative for low frequencies. The value of frequency o>* denotes 
the frequency at which zero stiffness is obtained. Operation 
at w > oi* would result in positive stiffness. Figures 4 and 5 
show the stiffness (K) and damping (C) coefficients as func
tions of the frequency w for the example case analyzed. Figure 
5 shows that the damping coefficient decreases with increasing 
frequency. In a jet engine application where speeds are around 
9000 rpm (oi = 150 Hz), for a gas damper with a pocket pressure 
area A = 6.45 cm2 (1 in.2) the damping coefficient is predicted 
to be 444.52 x n N-s/m. If a total damping of 17,501 N/m 
(100 lb-s/in.) is required, then 39 pocket dampers would be 
required. However, if the pocket area A is increased to 25.8 
cm2 (4 in.2), only 14 pocket chambers would be required. 

Thus, for a pocket damper with inlet area variation, aie > 
0, we conclude that: 

(a) Stiffness (K) is negative and increases with increasing 
frequency toward a positive value. The value of K at low 
frequencies is proportional to the supply pressure and the pocket 

r 

Frsqusncy (HZ) 

Fig. 5 Theoretical damping versus frequency for the example pocket 
damper 

area, while it is inversely proportional to the radial clearance 
or exit area. Negative direct stiffness lowers critical speeds but 
does not compromise rotor stability. 

(b) Damping coefficient (C) is maximum at low fre
quencies and decreases with increasing frequencies. Damping 
at zero frequency is proportional to supply pressure and pocket 
volume while it is inversely proportional to the gas acoustic 
speed. The reduction in damping is a consequence of the fluid 
compressibility. In practice, a number of pockets or chambers 
with large volume will be required to provide substantial 
amounts of damping in a jet engine application. 

Experiments 
Preliminary testing to determine the most promising pocket 

damper design was carried out with a shaker attached to the 
nonrotating rotor. 

Figure 6 shows the gas damper test rig in the Rotordynamics 
Laboratory at TAMU with the exit-varying damper (EVD) 
housing installed. There are eight pockets in the housing around 
the rotor of the type illustrated in Fig. 2. Three slight variations 
of the pocket geometry, illustrated in Fig. 7, were tested. The 
third variation has its inlet tube extended almost to the rotor 
surface, so it is labeled inlet-varying (IVD). 

The measurement equipment used in these experiments con
sisted of a HP3582 spectrum analyzer, a signal generator, 
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Fig. 7 Pocket damper design variations

I

EXIT-VRRYING DESIGN *2 CEVD *2)

EXIT-VRRYHIG DESIGN;,1 CEVD;,I)

Coastdown vibration measurements with zero air supply
pressure were used along with static stiffness measurements to
determine the parameters for a computer simulation of the test
rig rotordynamics. The right end vertical response to imbal
ance, measured and simulated, is shown in Fig. 14 for four
different supply pressures to the damper. The damping coef
ficient values shown on the computer simulation are for the
gas damper only and are the values found to produce the best
agreement with the measured coastdown response for each
supply pressure.

Fig. 6 Gas damper test rig with exit·varying damper installed

power amplifier. Wilcoxon F4 shaker and impedance head,
Bently Nevada proximity probes, a HP9816 computer with
data aquisition card, and a digital plotter.

The transfer function of dynamic mass (Fla, "inertance")
was used to determine the damping. Figure 8 shows the dy
namic mass frequency response functions for EVD #1, at four
different supply pressures. The minimum amplitude value,
which is close to resonance (90 deg phase), is indicative of the
modal damping. Notice that the damping increases with supply
pressure. The measured mode shaped allows calculation of the
gas damper coefficients shown in Fig. 9.

Using the same measurement procedure as for the exit-vary
ing damper, the damping coefficients of Fig. 10 were obtained
for the best inlet-varying damper with two IVD #2 horizontal
actuators active in the configuration of Fig. 3. The data show
poor repeatability primarily because the present design is dif
ficult to adjust when more than one actuator is employed. The
neutral position of the sliding head on the stationary piston is
the critical adjustment. Plans for future work include the elim
ination or reduction of this sensitivity to adjustment of the
neutral position.

Figure 11 shows the inlet-varying damper configuration IVD
#2 with four actuators installed on the test rig for coastdown
measurements through the first critical speed. The four ac
tuators are rotated 45 deg relative to Fig. 3 to obtain more
clearance above the base plate. Figure 12 is a photograph of
the quad damper installation. The test rig setup for coastdown
measurements is shown in Fig. 13. Horizontal and vertical
eddy current proximity probes are installed at both ends of
the rotor.
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Fig. 8 Dynamic mass measurements for EVD #1
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Fig. 13 Schematic of gas damper fest rig set up for coasldown lesllng

Fig. 12 Photograph of the Fig. 11 installation

Aircraft Engine Application and Requirements
General Electric Aircraft engines has performed studies to

establish the requirements for high-temperature dampers in
the context of large advanced technology engine concepts. The
areas addressed in establishing the requirements included the
damper location(s), required damping levels, synchronous and
nonsynchronous vibration, damper weight and envelope, and
damper reliability, durability, and maintainability. System vi
bration analyses were performed to establish the damper 10
cation(s) and the required damping levels. Figure 15 shows an
example of an engine system vibration model and a fan rotor
synchronous mode used in the establishment of damper re
quirements. The number 1 bearing is active in this mode, mak
ing it a good location for a damper to control fan rotor
unbalance response. The forced-damp response characteristics
were calculated to determine the required damping at the num
ber 1 bearing damping to limit bearing loads, engine structure
shears and moments, and clearance closures at the rotor stages
to the desired values. It was established that a damping coef
ficient of approximately 43,800 N-s/m (250 Ib-s/in.) is re
quired, which translates to a peak damping force of
approximately I I12 N (250 Ib) in the operating speed range.
The inlet-varying (pocket) gas damper has produced a meas
ured damping coefficient of 8756 N-s/m (50 Ib-sec/in.) with
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Fig. 9 Measured damping coefficients

Air flow rate measurements made with a flow meter showed
that the theoretical predictions are accurate with less than 5
percent error. The compressor power absorbed by the gas
damper is proportional to the product of flow rate and supply
pressure. A typical value obtained from the flow measurements
is 5.2 kW (7 hp) at a supply pressure of 310 kPa (45 psi).

~-+-CC,--l--- Slider Head

20 30 40 50
SUPPLY PRESSURE (Pslg)

Fig. 10 Measured damping coefficients of IVD #2 pocket damper wllh
two actuators

Fig. 11 For IVD #2 actuators installed for coastdown testing
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Fig. 14 Coastdown response (vertical probe), measured and simulated 

only two actuators. This indicates that it can produce the 
damping levels needed (in the range of 43,800 N-s/m (250 lb-
sec/in.)) for effective engine application. It appears that fur
ther refinement and optimization can be accomplished such 
that the capability of the pocket damper can be made consistent 
with the engine damping requirements. For example, improve
ments in the chamber porting, or the use of multiple pocket 
volumes placed in parallel along a given axis, hold promise of 
increasing the damping level achievable with this damper con
cept. 

Discussion and Conclusions 
Future advanced engine concepts will be designed to meet 

exceedingly challenging performance requirements, requiring 
high cycle temperatures and rotor speeds, advanced lightweight 
rotor structures, and high-temperature dry lube (non-oil) bear
ing sumps. In order to reduce vibration sensitivity to rotor 
imbalance and other stimuli, such as destabilizing (self-excited) 
forces and external excitation forces, it is essential that high-
temperature dampers be integrated into the overall engine 
structural design. 

Of the several gas damper concepts investigated, the inlet-

77%K 
SK - Paresnt Kutttlc Enwgy 
SP - Pwew* PotMtttaJ Erwgy 

Fig. 15 System vibration model and responsive fan rotor mode for an 
advanced engine concept 

varying pocket damper appears most promising unless aircraft 
engine design can be changed radically enough to consider 
installing a damper away from bearing locations, directly on 
a shrouded stage or the rotating shaft. 

Measurements to date on the inlet-varying pocket damper 
indicate that it can produce significant damping with a rea
sonably small power penalty. 

The theory predicts that the direct damping coefficient for 
the inlet-varying design drops off rapidly at frequencies above 
100 Hz, but this issue remains to be investigated experimen
tally. For the exit-varying design, experiments showed that the 
dropoff can be moved out to much higher frequencies by simply 
changing the length of the supply piping to the damper. 

Additional work remains to improve the performance of the 
pocket damper to meet the damping requirements for engine 
application. The sensitivity of the inlet-varying design to the 
adjustment of the sliding head position needs to be reduced. 
It seems likely that change to the porting of the chamber is a 
key to the solution of this problem. 

If a higher temperature aircraft engine is to be developed, 
one of the many design challenges is to provide a rotor system 
damper that operates without oil. The gas damper must be 
considered as a prime candidate to meet this challenge. 
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Performance Characteristics of 
Brush Seals for Limited-Life 
Engines 
Brush seals are potential replacements for air-to-air labyrinth seals in gas turbine 
engines. An investigation has been conducted to determine the performance char
acteristics of brush seals for application in limited-life gas turbine engines. An 
elevated temperature, rotating test rig was designed and built to test labyrinth and 
brush seals in simulated subsonic and supersonic engine conditions. Results from 
initial tests for subsonic applications demonstrated that brush seals exhibit appre
ciably lower leakage compared to labyrinth seals, and thus offer significant engine 
performance improvements. Performance results have been obtained showing the 
effect of various brush seal parameters, including: initial interference, backplate 
gap, and multiple brush seals in series. 

Introduction 
Aggressive pursuit of increased performance in gas turbine 

engines is driving the thermodynamic cycle to higher pressure 
ratios, bypass ratios, and turbine inlet temperatures. As these 
three basic parameters increase, airflows in the internal air 
system and resultant thermodynamic cycle losses increase 
(Moore, 1975). This conflict of reducing internal airflows while 
increasing thermodynamic efficiency and performance is put
ting more emphasis on improvements to the internal flow sys
tem. Studies have shown that improvements to the internal 
flow system to reduce leakage can yield an increase in thrust 
by as much as 17 percent, or a decrease in the low-pressure 
turbine inlet temperature of 175 °F. One such improvement 
that is receiving renewed interest and research is the brush seal. 
The brush seal offers as much as an order of magnitude re
duction in leakage flow over a conventional labyrinth seal. 

A brush seal is shown schematically in Fig. 1. It has a set 
of densely packed, fine diameter (typically 0.003 in.) metallic 
fiber bristles sandwiched between inner and outer packing 
plates. The bristles are angled in the direction of rotation of 
the shaft to reduce friction and wear. The angle causes the 
bristles to bend rather than buckle when shaft excursions occur. 
The bristles run against a ceramic shaft coating to prevent/ 
reduce wear on the shaft. These features allow the brush seal 
to retain its performance even after large excursions, whereas 
the labyrinth seal would incur a permanent increase in clearance 
under such conditions. 

The purpose of this paper is to present results from a brush 
seal experimental investigation. The objectives of the inves
tigation were to evaluate the performance improvements, wear 
characteristics, and cost impacts of replacing labyrinth seals 
with brush seals in a limited life engine. Initial results were 
published by Chupp and Nelson (1990). 

PACKING THICKNESS -
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Fig. 1 Brush seal schematic 

Background 
For over 50 years now, labyrinth seals have been the primary 

seal used for air-to-air sealing in gas turbine engines. However, 
labyrinth seals have an intrinsic clearance associated with them 
due to the nature of their design. This clearance can initially 
be tight, but over time it increases appreciably due to shaft 
excursions and thermal growth. This increase in clearance in
creases parasitic leakage and engine performance losses. Lud-
wig and Bill (1980) point out that the losses associated with 
the increase in clearance of the labyrinth seal can result in as 
much as 17 percent loss in power and a 7-1/2 percent increase 
in specific fuel consumption (SFC) over time. With the de
mands of greater performance and reduced fuel consumption 
being placed on advanced engines, the need for improved seal
ing techniques is imperative. 

The idea of replacing labyrinth seals with brush seals was 
first investigated in 1955 under the General Electric (GE) J-47 
engine test, which proved unsuccessful. Rolls Royce success-
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fully tested brush seals in some of their demonstrator engines 
in the 1980s, followed by a test on a production standard RB-
199 in 1987. At present, the only production engine with brush 
seals is the IAE V2500, which was certified in 1987. This engine 
has brush seals in three locations, the high-pressure compressor 
delivery and the front bearing chamber as pressure balance 
seals. Allison has successfully tested brush seals in two of their 
engines to date (Holle and Krishnan, 1990). The first was the 
T800, which was tested with a brush seal at the power turbine 
discharge location. The second was the T406 Plus, which had 
13 brush seals at compressor interstage locations and six in the 
engine hot section. These Allison tests demonstrated not only 
leakage flow reductions of up to an order of magnitude over 
labyrinth seals, but also the tolerance of brush seals to transient 
clearance changes. 

Over the past couple of years, research on brush seals has 
increased with several papers published (Braun et al., 1990; 
Conner and Childs, 1990; Ferguson, 1988; Flower, 1990; Go-
relov et al., 1988; Holle and Krishnan, 1990; Mullen et al., 
1990). Results from these research programs have been very 
positive. They have shown that brush seals can offer dramatic 
reductions in parasitic leakage, improved flow metering ca
pability, and better rotordynamic characteristics compared to 
conventional labyrinth seals. 

Brush Seal Investigation 
The brush seal investigation described in this paper was 

initiated in September 1988 and was completed July of 1990. 
The objective was to determine leakage and wear characteristics 
and cost impacts of brush seals compared to labyrinth seals. 
Limited-life engines were the primary applications considered. 
The investigation included: an engine study to identify poten
tial locations to install brush seals; design and fabrication of 
an elevated temperature, rotating test rig; and testing of can
didate brush seal configurations. The rig was designed to sim
ulate subsonic and supersonic applications of limited-life 
engines, but the initial testing was limited to subsonic simu
lations. 

In the engine study, selected state-of-the-art, limited-life en
gines were considered in determining potential locations for 
brush seals to replace labyrinth seals. Figure 2 summarizes the 
results of the study. This figure illustrates seven different lo
cations to install brush seals and gives the corresponding op
erating conditions at these locations. Two prime locations, i.e., 
compressor backface (B) and turbine front face (Q, were iden
tified as the best locations to apply brush seals. These locations 
offer the maximum potential for reducing leakage and thus 
increasing engine performance. 

Also in the study, engine cycle data were analyzed to de
termine a test cycle for the seal rig testing. The cycle chosen 
is representative for limited-life engines and has an initial max
imum power condition (100 percent engine speed) for 10 min
utes, corresponding to launch at altitude, followed by a cruise 
power condition (85 percent engine speed) for 35 minutes, 
corresponding to cruise operation at sea level. 

Experiment 
The brush seal test rig, designed and built in the investi

gation, is driven by an air turbine that rotates the rig up to 

PARAMETER 

Inlet temperature, F 
Seal material temperature, F 
tnlet pressure, psia 
Seal pressure drop, psid 
Disk surface velocity, ftVsec 
Flow rate, lb/sec 
A P/Pin 

A 
305 
305 
59 
19 

720 
minimal 
0.320 

LOCATION 
B 

490-920 
550-920 
60-300 
35-145 

570-915 
.064-.140 
0.34-0.48 

C 
500-1200 
535-1220 

81-380 
42-155 

570-915 
.039-.780 
.110-.570 

D 
660-1250 
900-1450 

35-340 
0.4-55 

1185-189 
.039-. 780 

.0055-. 160 

E 
1180 
1200 
325 
48 

785 
.735 
.150 

F 
1260 
1290 
275 
100 

1185 
.735 
.360 

G 
1180 
1190 
325 
310 
500 

.152 

.955 

Fig. 2 Summary of limited-life engine study 
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BRUSH SEAL 
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BRUSH SEAL 
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LOCATION 
ON DISK 

INSULATION 

BYPASS EXIT 

Fig. 3 Cross section of rotating test rig 

40,000 rpm. The test disk diameter is 5.10 in. so that the 
maximum test surface speed is nearly 900 ft/sec. The rig is 
provided with various cooling and buffering air to protect the 
static structure. The bearings are lubricated and cooled by a 
circulating lubrication system. Heated air is supplied to the rig 
at temperatures up to 1500°F. The maximum allowable pres
sure of the test air is between 65 and 200 psia depending upon 
the air temperature level. 

Figure 3 shows a cross section of the test rig with the various 
rig interfaces and features identified. Figure 4 is a photograph 
of the rig with a brush seal being installed and Fig. 5 is a 
photograph of a brush seal and test disk. The disks are coated 
to investigate the effect on performance and wear of the surface 
running against the brush seal. The seal holder as configured 
at the top of the disk in Fig. 3 can hold up to three brush seals 
so that multiple brush seals in series can be tested. The seal 
holder axial location is adjustable, as shown below the disk in 

Pd, 
Pu, 

T 

CL = 
TV = 

PD --
Pin --
Ta --

Nomenclature 

labyrinth seal radial clearance, in. 
disk rotational speed, rpm 
exit air pressure, psia 
inlet air pressure, psia 
inlet air temperature, °F or R 

Tm = seal material temperature, °F 
V = disk surface speed, ft/sec 
W = air flow rate, lb/sec 

AP = pressure drop across seal, psid 
<f) = flow factor = W-JT/PU, VoyfR/(psia*sec) 
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Fig. 3, so that the seal could be located at four different axial
locations. This allowed up to four different individual brush
seals to be tested separately with a given disk. A labyrinth seal
ring that fit into the holder was provided so that flow com
parison between labyrinth and brush seals could be made.

Rig instrumentation was provided to measure: shaft rota
tional speed, inlet and exit pressures, "flow rate, air tempera
tures, and various rig monitoring temperatures, pressures and
vibrations. Multiple probes were used for the seal inlet and
exit pressure and the seal inlet temperature so that more ac
curate, representative data CQuid be obtained. The seal flow
rate was measured using an upstream orifice.

An initial series of tests was conducted on the brush seal
rig. The testing was limited to investigating current brush seal
designs as applied to subsonic, limited-life gas turbine engines.
The maximum test temperature was approximately 600°F,
which simulates subsonic applications. The initial test matrix
included 15 brush seals and one reference labyrinth seal, as
summarized in Table 1. The seal parameters investigated in-

Fig. 4 Brush seal being installed in the rig

clude: initial seal/disk interference, backplate gap height, re
peatability, bristle surface finish operation, disk surface
treatment, number of seals in series, operating temperature,
and seal vendor. Brush seal configuration #1 in Table I was
the baseline brush seal. It had nominal values for the various
seal design parameters. The other configurations in Table 1
had variations in one or more of the seal/disk parameters to
see their effect. All the seals tested except the last two listed
were supplied by. Cross Manufacturing Co. (1938) Ltd. of
Devizes, Wilts, England. The last two seals were supplied by
EG&G Sealol Engineering Products of Warwick, RI, and Tex
tron Turbo Components of Walled Lake, MI. These last two
seals replaced configurations #12 and #15, which were origi
nally planned to be tested.

A four-phase approach was followed in testing each brush
seal. First, an ambient temperature flow performance check
was conducted at two moderate rotational speeds (15,000 and
25,000 rpm) to insure that the seal was properly installed. The

Fig. 5 Brush seal and coated test disk

Table 1 Initial seal test matrix

CONFIG INITIAL BACKPLATE BRISTLE BRISTLE BRISTLE BRISTLE BRUSHES PLATEI BRISTLE SHAFT ~HAFT INITIAL OPER.
# INTERF HEIGHT HEIGHT ANGLE DIA. DENSITY IN BRISTLE SURFACE TREAT. ROUGHNESS TEMP.

in in in deg in per in.clrcm SERIES MAT'L FINISH 'Ain. F
1 0.005 0.030 0.286 45.0 0.0028 2450 1 N75/HA25 GROUND AIO 30-40 600
2 n n n n n n n n n n n 400
3 0.001 n n n n n n n n n n 600
4 0.005 0.020 n n n" n n n n n n n

5 n 0.030 n n n' n n n n n n n

6 n n n 30.0 n n n n n n n n

7 n n n 45.0 n n n n n Chr/Carb 20-30 n

8 n n n n n n 2 n n AIO 30-40 n

9 n n n n n n 1 n NONE NONE 10 n

10 n n n n n n n n GROUND AIO 30-40 1300+
11 n n n n n n n n NONE n n 600
12· n n 0.191 40 0.0020 4300 n n GROUND n n n

13 0.008 n 0.286 45 0.0028 2450 n n n n n ·
14 0.005 n n n n n n X750 n Chr/Carb 20-30 n

15· n n n n . n n N75/HA25 n AIO 30-40 ·
Al SIMILAR TO SEAL CONFIG. #1 EXCEPT SUPPLIED BY EG&G SEALOL n n ·
A2 TEXTRON 3-D BRAIDED COMPLIANT SEAL n n n

REF REFERENCE 4-KNIFE LABYRINTH SEAL WITH STATIC CL = 0.008 IN n n ·
n _ Same as parameter value above AI 0 =Aluminum oxide coating
• ,. Replaced by other vendor seals (Plasma sprayed METeO coating Pl05-13 per METCO Instruction 105NS
N75 =Nimonlc 75 to a thickness of 0.006 to 0.010 inches after final grind, over a 0.003 inch
HA25 = Haynes 25 thickness of METCD 450 bond coat)
Seal Radial Height = 0.45 in Chr/Carb = Chromium carbide coating
Seal Offset = 0.000 in (Plasma sprayed METCO chromium carbldeP81VF-l0 coating per METCO
Bristle Packing Thickness = 0.027 In Bulletin 81VF-NS, to a thickness of 0.005 to 0.010 Inches after final grind.)
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running time for this check was short to minimize seal wear. 
Second, a cycle simulation was performed that modeled a 
limited-life engine cycle. The test cycle consisted of establishing 
the desired seal air temperature and upstream and downstream 
pressures, accelerating the rig to a designated maximum speed 
condition (35,000 rpm) and holding that speed for 10 minutes 
to model a launch condition. The speed was then lowered to 
85 percent of maximum speed (30,000 rpm), the pressures reset 
to new values, and the lower speed maintained for an additional 
35 minutes. This second speed condition modeled cruise op
eration. Third, leakage flow performance data were acquired 
by setting the speed at a desired value, lowering the pressure 
drop across the seal to nearly zero, and taking data points at 
successively higher pressure drops until a maximum of 115 psid 
(rig design limit) is reached. Data points were then acquired 
at successively lower pressure drops until nearly zero is reached 
again. Fourth, wear evaluations were made by testing a seal 
for a series of one hour time intervals at a higher speed (35,000 
rpm) and making an abbreviated performance check after each 
hour. Most of the seals were tested for a total of four to eight 
hours. This total test time was established after it was deter
mined for configuration #1 that most of the wear occurs in 
the first four hours. The rig rotational speeds were selected to 
match the limited-life engine applications and rig vibrational 
limits. 

Results 
Initial results from this investigation, reported earlier (Chupp 

and Nelson, 1990), showed that brush seals: (1) have signifi
cantly lower leakage (factor of 3 or more) compared to lab
yrinth seals; (2) have leakage characteristics that vary with 
rotational speed changes; (3) have an initial wear-in period (of 
about four hours) and then wear slowly; and (4) have per
formance and wear characteristics that vary with initial inter
ference and disk surface finish/bristle final machining 
operation. These findings were based on data reported for 
configurations #1, #3, and #9 (see Table 1). 

In this paper, results for four additional configurations will 
be presented and compared with the previous data. These four 
configurations are #4, #5, #8, and #A1, as listed in Table 1, 
and reflect the effects of backplate gap, repeatability, two seals 
in series, and seal vendor, respectively. The results presented 
will primarily involve leakage performance, i.e., seal flow fac
tor versus seal pressure ratio parameter. Typical engine cycle 
simulation results also will be given. Wear testing data for 
these configurations are similar to that reported previously and 
will not be covered here. 

Engine Cycle Simulation Results. Typical engine cycle sim
ulation results for two brush seal configurations are given in 
Fig. 6. Configuration #1 is the baseline and configuration #5 
has the same seal construction parameter values as the baseline 
to determine repeatability. This figure is a plot of leakage flow 
factor and disk rpm versus test time. The points are individual 
data points and the lines show approximately how the flow 
and speed vary between points. During the initial period, the 
speed is stepped up to 35,000 rpm and then maintained at that 
speed (launch condition). The leakage flow starts out low for 
the well-compacted brush with a moderate interference. As the 
disk diameter increases with increasing speed, the bristles ad
just slowly to the diameter change because the pressure drop 
across the seal hold them in place. After the initial "launch" 
period, the change in flow is small, indicating that a nearly 
equilibrium condition has been reached. The rig speed is then 
decreased to 30,000 rpm (cruise condition). The leakage flow 
initially jumps up as the disk diameter decreases with the sud
den decrease in speed, and the bristles respond slowly with the 
imposed pressure drop. Within about seven minutes steady 
state is reached. The leakage flow characteristics of configu-

£ .008 11 

^ 

50000. 

40000. 

V I 
A i 

I 

-\==*==«==^=^=:S—x 

Pu = 75 PSIA 
PD - 43 PSIA (1ST 10 MINUTES) 
PD - 32 PSIA (NEXT 35 MINUTES) 

• - CONF.#1 
X - CONF.#5 
T = 550 TO 600 °F 

W" ^a^^fc^^^t—~~$9~~~>p»™«5^*jsH.-

5 ' 10 ' 15 ' 2t> • 25 ' 30 ' 35 • 4D ' 45 ' 50 ' 55 ' 60 

TIME (MINUTES) 

Fig. 6 Engine simulation cycle results for brush seal configurations #1 
and #5 

rations #1 and #5 in Fig. 6 are similar, with the final flows 
agreeing within 3 percent. Thus, the response of the bristle 
packing was very repeatable. The data in Fig. 6 demonstrate 
the performance repeatability obtainable from brush seals and 
from the test rig. 

Performance Testing Results. Testing to acquire perform
ance results was done immediately after the cycle simulation 
testing for most of the brush seals. Some seal wear would have 
occurred by then, but the flow characteristics should still be 
representative for limited-life engine applications. Figure 7 
shows performance plots obtained for configurations #1 and 
#3 brush seals and the reference labyrinth seal at approximately 
30,000 rpm and 500 to 600°F air temperature. These data were 
presented previously in separate plots (Chupp and Nelson, 
1990) and are given here for comparison purposes. Figure 7 
is a plot of flow factor versus a pressure ratio parameter that 
approximately linearizes the data at lower pressure ratios. The 
pressure drop parameter was derived from porous-wall flow 
expressions (Green and Duwez, 1951). The data points in Fig. 
7 are stabilized ones taken three to six minutes after setting 
off a pressure drop condition. For the brush seal data, the 
first data point was for a very low pressure drop for which 
the bristles are in a relaxed position and a minimum flow factor 
is measured. Pressure drop was then successively increased, 
yielding the lower portion of the curve. The pressure drop was 
then successively decreased and the upper curve was obtained. 
The resulting brush seal data in Fig. 7 are classical hysteresis 
curves. The difference between the upper and lower curves is 
due in part to the bristles being displaced radially outward by 
the disk during the performance testing as the rig encounters 
small speed changes between test points. Speed increases cause 
the disk diameter to increase slightly and the bristles to be 
pushed out. Although the rig speed returns rapidly to the 
nominal value, the bristles respond slowly for the higher im
posed pressure drops (higher values of pressure ratio param
eter). 
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Fig. 7 Comparison of leakage flow performance results for brush seal 
configurations #1 and #3 versus the labyrinth seal 
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Fig. 8 Measured flow performance for brush seal configuration #8 with 
two seals in series 
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Fig. 9 Measured flow performance for brush seal configuration #A1 
manufactured by a second vendor 

The data in Fig. 7 demonstrate the significantly lower leakage 
(factor of four to seven) of the brush seals compared to the 
reference labyrinth seal (with a radial clearance of about 0.006 
in.). Further, these data show a significant difference in flow 
characteristics between the two brush seal configurations. Con
figuration #3 is identical with #1 except for the initial inter
ference values (see Table 1). The difference in leakage was 
attributed primarily to seal-to-seal variations and amount of 
bristle wear incurred, and not the initial interference. 

Two Seals in Series. Multiple brush seals in series were 
included in the test matrix because the pressure drop across 
any one seal is lower. This is important for higher pressure 
drop applications where higher forces on the bristles would 
deflect them under the backplate. Figure 8 gives flow per
formance results for configuration #8 that had two baseline 
configuration brush seals (#1) in series. The resultant hysteresis 
curve is similar to that for single brush seals except the level 
is lower and the variation between the upper and lower portions 
of the curve is less. In all the testing of this configuration, the 
leakage was not as sensitive to disk speed changes as it was 
for the single brush seals. Thus, two brush seals in series not 
only allow a higher pressure drop, but also reduce the flow 
leakage even for the lower pressure drops tested in this inves
tigation and are less sensitive to disk speed changes than a 
single brush seal. 

Different Seal Vendor. Figure 9 gives the leakage per
formance results for a brush seal manufactured by EG&G 
Sealol. It had dimensional parameter values approximately the 
same as those of the baseline configuration. The resultant 
hysteresis curve is similar to that of configurations #1 and #3 
in Fig. 7. The leakage level is between that for these two 
configurations, but closer to the lower results of configuration 

1 
0 
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Fig. 10 Measured flow performance for brush seal configuration #4 
with a smaller backplate gap 

#3. Thus, this brush seal from the second vendor yields leakage 
characteristics comparable to those of the baseline configu
rations. 

Backplate Gap. Figure 10 gives the leakage performance 
results for configuration #4, which had a backplate gap of 
0.020 in. compared to 0.030 in. for the baseline configuration. 
The resultant flow factor level is within the range of the other 
seals. The hysteresis curve in Fig. 10 has a very small difference 
between the upper and lower portions, but his seal in other 
testing reacted to disk speed changes similarly to the baseline 
one. Thus, lowering the backplate gap to 0.020 in. has little 
effect on the leakage flow characteristics. 

To evaluate further the effect of backplate gap, a special 
series of tests was run at Cross Manufacturing facilities on 
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on leakage. For backplate gap values up to 0.055 in., the flow 
factor is essentially constant for a given pressure drop. As the 
gap increases above 0.055 in., the flow factor becomes a func
tion of gap and a stronger function of pressure drop. Thus, 
at backplate gap of 0.055 in. the bristles begin to deflect under 
the backplate and the effective flow area increases. The amount 
of bristle deflection depends upon the pressure drop, but some 
increase in flow factor is noted even for the 30 psid data. The 
maximum recommended backplate gap for the bristle thickness 
and packing density considered in this investigation is then 
0.055 in. 

Performance Comparisons. Table 2 is a summary of leak
age flow results obtained in this investigation. This table gives 
the available seal flow factor data measured at the end of the 
engine simulation test and at three pressure ratios in the per
formance testing. Also included are data for the labyrinth seal 
and results from the Cross testing with variable backplate gap. 
In the performance testing portion of the data in Table 2, the 
flow factor value listed is a mean value from the upper and 
lower portions of the hysteresis curve at a given pressure ratio. 

Observations that can be drawn from the data comparison 
in Table 2 are: 
9 The performance testing gave a lower flow factor than that 
at the end of the simulation testing (i.e., pressure ratio near 
2.3). This is due to differences in the pressure/speed history 
before acquiring the data points. Toward the end of the sim
ulation testing, the bristles have come to an equilibrium point 
but are still not as close to the disk surface as they would be 
in the performance testing where the pressure drop has been 
decreased until the bristles are in a relaxed position. Thus, in 
engine applications the actual leakage may not be as low as 
measured in performance testing. 
9 The leakage flow factor for brush seals with baseline pa
rameter values is between 0.0035 and 0.0060. The actual base
line configuration (#1) had a flow factor at the higher end of 
this range, but the other seals indicate that a more represent
ative baseline flow factor is closer to 0.0040. 
9 Testing the baseline configuration at a test temperature near 
400°F instead of 600°F (configuration #2 versus #1) had only 
a small effect on leakage flow factor. 
9 Decreasing the initial interference from a baseline value of 

Table 2 Summary of leakage flow results for the various seals tested 

CONFIG 
# 

1 
2 
3 
4 
5 
8 
9 

A1 
Ref 

10 

PARAMETER VARIED 

Baseline 
Baseline at lower Temp. 
Initial interfer. = 0.001 in. 
Backplate gap = 0.020 in 
Repeat of baseline 
Two seals in series 
No I.D. grinding/shaft coating 
EG&G Sealol seal 
Four-knife labyrinth seal 

Baseline seal tested at Cross 

BACKPLATE 
GAP 
(in) 

0.030 
0.030 
0.030 
0.020 
0.030 
0.030 
0.030 
0.030 
N/A 

0.032 
0.045 
0.055 
0.065 
0.075 
0.085 

TEST: 
PRESSURE RATIO: 
PR. RAT. PARAMETER: 

TEMPERATURE (F) 

600 
400 
600 
600 
600 
600 
600 
600 
,600 

70 
70 
70 
70 
70 
70 

FLOW FACTOR - W /T/PU 
SIMULATION 

2.34 
0.904 

0.0075 

0.0066 
0.0057 
0.0073 
0.0036 
0.0064 
0.0064 

PERFORMANCE * 
1.51 

0.750 

0.0061 
0.0058 
0.0034 
0.0040 

0.0027 
0.0033 
0.0036 
0.0234 

2.29 
0.900 

0.0063 
0.0060 
0.0035 
0.0044 

0.0029 
0.0039 
0.0041 
0.0245 

0.0048 
0.0049 
0.0051 
0.0058 
0.0062 
0.0088 

3.20 
0.950 

0.0062 
0.0055 
0.0035 
0.0043 

0.0030 
0.0040 
0.0041 

0.0052 
0.0052 
0.0055 
0.0070 
0.0100 
0.0168 

* Flow factor for the Performance data are mean values of the upper and 
lower parts of the hysteresis curves at the given pressure ratios. 

brush seal configuration #10. This configuration is the same 
as #1 and was to be rig tested later. The purpose of these tests 
was to quantify the relationship between maximum recom
mended pressure drop across a single brush seal and the back
plate gap as the gap is increased above the nominal 0.030 in. 
Although Cross's rotating seal test rig operates with ambient 
temperature air and ambient downstream pressure, the results 
are representative of engine applications. The test approach 
was to evaluate the leakage performance for several backplate 
gaps of the same seal by successively removing material from 
the backplate inner surface and measuring performance. The 
backplate machining was done without affecting the bristles. 

Figure 11 is a summary plot of the data obtained by Cross. 
It is a cross plot of the individual performance data curves 
and gives flow factor versus backplate gap for six pressure 
drop values. The smallest gap (0.032 in.) represents the nominal 
value for the baseline configuration. The data for this gap were 
obtained before removing any backplate material. The increase 
in flow factor with increasing pressure drop at the lower gap 
values is the expected effect of pressure ratio across the seal 

0.02 
0.019 
0.018 
0.017 
0.016 
0.015 
0.014 
0.013 
0.012 
0.011 
0.010 
0.009 
0.008 
0.007 
0.006 
0.005 
0.004 
0.003 
0.002 
0.001 

0 

T = 7 0 F 

N = 19300 RPM 

PRESSURE DROP (PSID)- 80 

BACKPLATE GAP ( IN ) 

Fig. 11 Cross plot of flow performance data from Cross Manufacturing 
showing effect of increasing backplate gap 
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0.005 to 0.001 in. (configuration #3 versus #1) decreased the 
leakage, but the decrease is small considering the results from 
the other seals tested with near-baseline parameter values. 
9 The repeat simulation test of the baseline configuration 
(configuration #5) compared very closely with the baseline itself 
(configuration #1), thus proving brush seal and rig repeata
bility. 
• Doubling the number of brush seals (configuration #8) 
yielded the lowest leakage performance (flow factor less than 
0.003). 
• Eliminating the final bristle grinding operation and running 
on an uncoated shaft (configuration #9) yielded flow perform
ance close to the low end of the baseline range. 

Conclusions 
The results from the brush seal experimental investigation 

further demonstrate the potential of replacing labyrinth seal 
with brush seals, especially for subsonic, limited-life engine 
applications. The decreased leakage using brush seals would 
allow a better control of the cooling and leakage air flow rates 
that would decrease parasitic leakages and result in improved 
engine performance. 

Specifically, the results of this investigation have shown that: 
8 Brush seals have a factor of four to seven less leakage than 
labyrinth seals. 
• Performance characteristics, i. e., flow factor variations with 
pressure ratio across that seal, are a representative indication 
of the flow performance of brush seals, but actual flow leakage 
achieved in applications can be higher because of the pressure 
drop/shaft speed history. 
• Brush seal leakage performance follows a hysteresis curve 
with the difference between upper and lower curve portions 
depending in part upon the disk speed excursions during the 
test. 
9 Changes in the initial bristle/disk interference for modest 
interference levels have marginal effect on the leakage char
acteristics. 
9 Multiple brush seals in series not only permit a higher 
pressure drop across the seals but also reduce the leakage level 
and sensitivity to disk speed changes. 

9 The maximum recommended backplate gap for the nominal 
bristle packing thickness and density is 0.055 in. 
8 Performance characteristics of brush seals manufactured 
by two different vendors were similar. 
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Brush Seal Leakage Performance 
With Gaseous Working Fluids at 
Static and Low Rotor Speed 
Conditions 
The leakage performance of a brush seal with gaseous working fluids at static and 
low rotor speed conditions was investigated. This report includes the leakage results 
for air, helium, and carbon dioxide at several bristle/rotor interferences. In addition, 
the effects of packing a lubricant into the bristles and also of reversing the pressure 
drop across the seal were investigated. Results were compared to that of an annular 
seal at similar operating conditions. In order to generalize the results, they were 
correlated using corresponding state theory. The brush seal tested had a bore diameter 
of 3.792 cm (1.4930 in.), a fence height of 0.0635 cm (0.025 in.), and 1800 bristles/ 
cm-circumference (4500 bristles/in.-circumference). Various bristle/rotor radial in
terferences were achieved by using a tapered rotor. The brush seal reduced the 
leakage in comparison with the annular seal, up to 9.5 times. Reversing the pressure 
drop across the brush seal produced leakage rates approximately the same as that 
of the annular seal. Addition of a lubricant reduced the leakage by 2.5 times when 
compared to a nonlubricated brush seal. The air and carbon dioxide data were 
successfully correlated using the corresponding state theory. However, the helium 
data followed a different curve from the air and carbon dioxide data. 

Introduction 
A brush seal is a compliant seal and, as seen in Fig. 1, consists 

of a bristle pack held between two washers. The bristles have 
an initial radial interference with the rotor and are angled 30 
to 60 deg from the radial centerline. This arrangement allows 
the seal to adapt easily to thermal effects, machining toler
ances, and shaft excursions. In order for conventional seals 
(such as labyrinth and annular seals) to meet the same adapt
ability requirements, they require a clearance between the rotor 
and seal. Thus, brush seals have the potential to reduce the 
leakage over conventional seals significantly. 

The back washer is designed as an annular seal so that it is 
as close to the rotor as possible while still accommodating shaft 
excursions and growth due to thermal and centrifugal effects. 
Since brush seals are a contacting seal, bristle material and 
rotor coating become a major design consideration. Because 
of this, the bristles are made of a superalloy (e.g., Haynes 25 
and Hastelloy X), and the rotor is coated with a highly polished 
ceramic such as yttria-stabilized Zr02 or CrC. 

Brush seals are currently being considered for such appli
cations as gas turbine engines, turbopumps, gas compressors, 
and steam generators. Previous work demonstrates that brush 
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seals reduce leakage from one-third to one-fourth that of four 
and five-cavity labyrinth seals (Flower, 1990; Gorelov et al., 
1988). Ferguson (1988) found the leakage to be 1/10 to 1/20 
that of labyrinth seals running in the same turbomachine with 
clearances of 0.75 mm. In addition, brush seals have been 
found by Childs (1990) to enhance rotor stability compared to 
labyrinth seals. For these investigations, air was used for the 
working fluid, and little information exists in the open liter
ature for other working fluids. For this paper, the performance 
of a brush seal using gaseous air, carbon dioxide, and helium 
for the test fluids is presented. 

Several analytical models for brush seals have been devel
oped. A bulk flow model has been developed by Braun et al. 
(1990) and Hendricks et al. (1991a). Chupp et al. (1991) de
veloped a model that generalizes the results over a range of 
conditions using the effective thickness of the bristle pack. The 
model is especially effective in accounting for fluid thermal 
effects at high pressure ratios. For this paper, the results are 
correlated using corresponding state theory. This method pro
duces a single curve which is a function of the brush seal 
geometry, from which the leakage performance can be pre
dicted for any fluid at any state. 

Several other considerations were investigated for this re
port. The effect of reversing the pressure drop across the brush 
seal was studied for application to cases where the brush seal 
is installed improperly or reverse flow occurs during adverse 
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Fig. 1 Brush seal geometry 

engine operation. In addition, the effect of putting a lubricant 
into the brush seal pack was examined. 

Data for gaseous air, helium, and carbon dioxide are pre
sented for static and dynamic rotor conditions. Air data are 
given for bristle/rotor radial interferences of 0.0018 and 0.0061 
cm (0.0007 and 0.0024 in.). Helium data are given for bristle/ 
rotor radial interferences of 0.0033 and 0.0061 cm (0.0013 and 
0.0024 in.). Carbon dioxide data are given for a bristle/rotor 
radial interference of 0.0061 cm (0.0024 in.). The results of 
correlating the data using corresponding states theory are pre
sented. For comparison purposes, an annular seal was tested 
in air and helium, and the results were compared to that of 
the brush seal. In addition, results of the seal packed with a 
lubricant and also of a seal tested with the pressure drop re
versed are presented. 

Seal Assembly 
A bench-scale apparatus shown in Fig. 2 was used for this 

investigation. The apparatus consisted of a pressure vessel, 
rotor, and seal. The pressure vessel held the seal in position 
and acted as a circumferential seal on the outside diameter. 
There were two openings for the working fluid to enter near 

Tapered plug 

Retaining flange 

Pressure 
vessel -

Baseplate 
Fluid inlet —*-

Drill press chuck 

Brush seal 

Halogen lamp 

Fluid inlet 

Fig. 2 Schematic oi test apparatus 

the base of the vessel located 180 deg apart. A halogen light 
was placed in the bottom of the pressure vessel for alignment 
purposes and to act as a back light for visualization of the 
bristle/rotor dynamics. 

The 304 stainless steel rotor shown in Fig. 3 was driven by 
a drill press. It was tapered so that the bristle/rotor interference 
could be changed by adjusting the vertical height. The taper 
ranged from 38.6 to 37.8 mm (1.5202 to 1.4877 in.) in diameter 
over 25.36 mm (0.9986 in.). Since the seals axial lengths were 
small, the taper did not affect the leakage. 

Seal Design 
Both a brush seal and an annular seal were tested for com

parison purposes. The geometry of the brush seal is given in 
Table 1 and is shown in Fig. 1. The brush seal was 0.353 cm 
(0.139 in.) thick and had a bore diameter of 3.792 cm (1.4930 
in.). The outside diameter was 5.3 3 3 cm (2.0996 in.). The inside 
diameters of the front and back washers were 4.699 and 3.923 
cm (1.8500 and 1.5444 in.), respectively. Thus, the fence height 
(i.e., the radial free length of the extension of the bristles 
beyond the back washer) was 0.0635 cm (0.025 in.) The bristles 
were made of Haynes 25 and angled 50 deg from the radial 
centerline. The bristles were 0.0051 cm (0.002 in.) in diameter 
and had a packing density of 1800/cm-circumference (4500 
bristles/in. -circumference). 

For comparison purposes, the annular seal was designed to 
have the same axial length as the brush seal, 0.353 cm (0.139 
in.). It had an inside diameter of 3.8610 cm (1.5200 in.), which 
is equal to the diameter at the top of the rotor taper. Again, 
by changing the height of the rotor the clearance could be 
changed and a range of leakages could be determined. 

Test Facility 
A flow schematic of the system including instrumentation 

is shown by Schlumberger et al. (1991). Based on the flow 
rate, one of three parallel flow lines, each having a calibrated 
venturi meter, was used. The test fluid temperature and pres
sure were measured near the inlet to the pressure vessel (line 
losses were approximately 6 percent of the inlet pressure). The 
exit pressure was assumed to be equal to the measured ambient 
pressure. All temperatures were measured using type E (Cu/ 

Oi...«5 = const 
b\...bi, = const 

Cf = flow coefficient 
/ = ratio of fluid a temperature 

to fluid o temperature 
G = mass flow rate 

G* = mass flow rate based on 
critical properties 

g = Gibb's free energy 

h = ratio of fluid a volume to 
fluid o volume 

P = pressure 
R = universal gas constant 
T = temperature 

- V = volume 
Z = compressibility 
p = density 
to = acentric factor 

Subscripts 
c = critical constant 

in = inlet 
o = property of known fluid 
r = reduced parameter 
a = property of fluid to be pre

dicted 
6 = thermal correction factor 

<j> = volume correction factor 
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Fig. 3 Photo and schematic of the tapered rotor

Configuration Air Helium Carbon
dioxide

radial clearance

Brush seal

·0.0061 em (.0.0024 in.) x x x

·0.0018 em (.0.0007 in.) x

·0.0033 em (.0.0013 in.) x

Brush Ileal "versed

·0.0053 em (.0.0021 in.) x

Brush lIeallubrleated

·0.0061 em (.0.0024 in.) x

Annular seal

0.0053 em (0.0021 in.) x

0.0178 em (0.0070 in.) x

0.0302 em (0.0119 in.) x

Table 2 Test conditions

For air, it was tested at radial clearances of 0.0053 and 0.0178
cm (0.0021 and 0.0070 in.). For helium, it was tested at a radial
clearance of 0.0302 cm (0.0119 in.) These clearances were se
lected in order to obtain the leakage rates over a feasible work
ing range.

Before each run, the pressure transducers were calibrated,
and the system purged. A hand valve was opened to allow the
working fluid to enter the pressure vessel, flow through the
seal, and exit to ambient. Data were taken as the pressure was
increased and then decreased to determine hysteresis effects.
This procedure was repeated for static and dynamic rotor con
ditions. For the dynamic condition, the shaft rotation was 400
rpm. The gases were at ambient temperature [285-295 K (513
531 R)].

Table 1 Brush seal system specification

Brush seal outside diameter 5.333 em (2.0996 in.)
Brush _eal in_ide diameter .....•........... 3.792 em (1.4930 in.)
Front wa_her inside diameter ...........•.... 4.699 em (1.8500 in.)
Baek wa_her in_ide diameter. . . . . . . . . . . . . . .. 3.923 em (1.5444 in.)
Brush _eal axial diameter 0.353 em (0.139 in.)
Bri_tle diameter. . . . . . . . . . . . . . . . . . . . . . .. 0.0051 em (0.0020 in.)
Paek den_ity 1800/em.cire (4500/in .•cire)
Angle of bristles from radial centerline 50°
Bristle material . '.' . . . . . . . . . . . . . . . . . . . . • . . . . . . . . .. Haynes 25
Rotor material 304 Stainless steel

Corresponding States
An analysis was performed to generalize the various working

fluid data using corresponding state theory. The extended van
der Waals theory of corresponding states had been verified for
'several fluids and fluid mixtures by Mollerup (1978) and ap
plied to two-phase choked flow by Hendricks and Simoneau
(1973) and Simoneau and Hendricks (1977).

The premise of corresponding states is that all thermody
namic surfaces can be mapped to a single surface when ex
panded about the thermodynamic critical point. Thus, the
properties of a fluid (ex) can be predicted using another fluid
(0) when the proper mapping is used. Equations (1) and (2)
give the mapping for compressibility and Gibb's free energy,
respectively (Hendricks and Sengers, 1980):

C-91-0184'

0.9986 in.
(2.5364 em)

1.5809
(4.0155 em)

1.4877 in....
(3.7788 em)

eM
10 1

I \11111111"

4.740

11

0.93° ~/-------1

Ni) thermocouples and pressures by strain-gage pressure trans
ducers.

0.2504 in.
(0.6360 em)

Test Configurations
The test configurations are summarized in Table 2. Data

were first taken for the brush seal at a bristle/rotor radial
interference of 0.0061 cm (0.0024 in.) with gaseous air, helium,
and carbon dioxide for the test fluids. Additional data were
taken at radial interferences of 0.0018 and 0.0033 cm (0.0007
and 0.0013 in.) for air and helium, respectively.

Next, the brush seal was inverted so that the pressure drop
would be applied in the reverse direction. This configuration
had a radial interference of 0.0053 cm (0.0021 in.) and was
tested with air. Due to the direction of the bristle angle with
the rotor, only data with a static rotor were taken.

A lubricant (halocarbon grease) was put into the bristle pack
and along the inside diameter. This configuration was tested
with air as the working fluid and a radial interference Of 0.0061
cm (0.0024 in.).

LastlY, an annular seal was tested for comparison purposes.
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Za(V,T)=Z0(V/h,T/f) (1) 

ga{V,T)=g0(V/h,T/f)-RT\n(h) (2) 

where 

h=[Vac/VBC]4> 

f= [Tac/Toc\e 

* = l + ( « a - « 0 ) [ 6 , ( F , - 6 2 - 6 3 ( K f - 6 4 ) l n 7 ; ] 

0 = 1 + (wa-w0)[fl, -fl2ln.7;+ (ff3-«4/7;) ( K,-a5)] 
Values for a [... a5, b i... Z>5, 0, and 8 can be found from McCarty 
(1977). 

From this, it can be seen that mass flow substitution into 
the conventional Bernoulli equation gives 

Ga = Cf (3) 
'\f(h2/f)(Z0/Za) 

Table 3 Critical constants (GASP) 

Fluid 

Air 

He 

C O , 

(K) 

132.55 

5.19 

304.21 

(MPs) 

3.766 

0.227 

7.3835 

(? /«) 

0.313 

0.0693 

0.464 

Zc 

0.3162 

0.3039 

0.2769 

G* 
(g/cm2,) 

6106 

720 

11123 

For simple gases flowing through a venturi, over large ranges 
in fluid states removed from the thermodynamic critical point, 
flow rates can be normalized by (see Hendricks and Sengers, 
1980): 

~ (4) 

where 

GslTr/Pr=Cf/S.Q 

Gr=G/G* 

G* • 
IPcPc 

Tr=T/Tc 

Pr = P/Pc 

The critical constants for air, helium, and carbon dioxide 
are given in Table 3. 

It should be noted that for low-molecular-weight fluids like 
hydrogen, helium, and neon at low temperatures, quantum 
effects play an important role, and the corresponding state 
correlations require reduction parameters (Gunn et al., 1966). 
For this report, the temperature was high and quantum effects 
were neglected. 

In summary, the normalized parameters stated evolved from 
the solution of one-dimensional conservation equations. The 
maximum mass flux is related to curvature of the thermody
namic surface, dV/dP (Eq. (3)). Corresponding state relations 
are strictly valid for only isentropic losses. Thus, the maximum 
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(a) Volumetric flow rate versus pressure drop across the 
brush seal for Helium, Air, and Carbon Dioxide. 
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Fig. 4 Brush seal performance at static and dynamic rotor conditions and a bristle/rotor radial interference of +0.0061 cm ( + 0.0024 in.) for 
air, helium, and carbon dioxide 
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(b) Volumetric flow rate versus pressure drop with air 
as the working fluid for an annular seal, a reversed 
brush seal, and a brush seal. 

Fig. 5 Comparison of an annular seal and a reversed brush seal leakage 
with that of a brush seal 

mass flux maps only for isentropic flows and is nearly valid 
at the throat where dV/dP is much larger than nonisentropic 
losses. In a practical sense, the relations are valid to within a 
constant over a large range in thermodynamic states and flow 
geometries. Thus, if a single data point is found to establish 
this constant (which relates the working fluid and geometry), 
flow can be reliably predicted. For a fixed geometry, it appears 
that the nonisentropic losses for choked flows could be related 
to the thermodynamic surface, and the viscosity is correctable 
in terms of the extended theory of corresponding states. In 
addition, the direct solution of the conservation equations with 
an accurate equation of state does not require the use of the 
specific heat ratio (mass flux is proportional to the change in 
enthalpy). 

Results and Discussion 
The objectives of this investigation were: (1) to determine 

the performance of brush seals at several bristle/rotor inter
ferences with various working fluids and to compare the results 
to an annular seal; (2) to generalize the results using corre
sponding state theory; (3) to determine the effect of packing 
lubricant into the bristles; and (4) to determine the effect of 
reversing the pressure drop across the seal. 

Figure 4 presents the performance data of gaseous air, he
lium, and carbon dioxide at a bristle/rotor radial interference 
of 0.0061 cm (0.0024 in.). Figure 4(a) gives a plot of volumetric 
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a • Non-Lubricated 
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Pressure Drop Across Seal, kPa 

Fig. 6 Effect of lubrication on brush seals with air as the working fluid 
at a bristle/rotor radial interference of +0.0061 cm ( + 0.0024 in.) 

flow rate versus pressure drop across the seal for the various 
gases at static and dynamic (400 rpm) shaft conditions. All 
volumetric flow rates presented in this report are at standard 
temperature and pressure. For the carbon dioxide and air data, 
there was a slight decrease in leakage with shaft rotation; 
however, this effect was small (8 percent). Hysteresis effects 
were negligible. For the air and carbon dioxide data, the flat
tening at high pressure is not realistic and requires investiga
tion. This is also the case in Fig. 7. 

Figure 4(b) gives a plot of Gr -J~fr versus Pr for the gaseous 
air and carbon dioxide data; where Tr = Tin/Tc, Gr = G/G*, 
Pr = PiJPc- Since the flow area was not known, it was taken 
to be a constant and set equal to 1.0 cm2. The data fell onto 
a linear fit such that the slope = Gr \ffr/Pr = 0.0169 and 
0.0155 for the static and dynamic shaft conditions, respec
tively. Figure 4(c) is the same plot with the helium data added. 
It can be seen that the helium data followed a different curve 
from that of the carbon dioxide and air data. An improvement 
in correlating the helium data with the air and carbon dioxide 
data can be seen if Gr \ffr is plotted against P, = AP/PC as 
shown in Fig. 4(d). However, the helium data still follow a 
slightly different curve than that of the air and carbon dioxide 
data. The cause for this requires further investigation. 

Figure 5 presents the results of the annular seal compared 
to the brush seal for gaseous air and helium for static and 
dynamic (400 rpm) shaft conditions. Figure 5(a) shows a plot 
of volumetric flow rate versus pressure drop for the brush and 
annular seals with helium as the working fluid. The radial 
clearances for the brush and annular seal were -0.0061 cm 
(-0.0024 in.) and 0.0302 cm (0.0119 in.), respectively. The 
annular seal leakage rate was 9.5 times greater than that of 
the brush seal. 

Figure 5(b) shows a plot of volumetric flow rate versus 
pressure drop for the brush and annular seals with air as the 
test fluid for static and dynamic (400 rpm) shaft conditions. 
In addition, the plot includes the data for the brush seal with 
the pressure drop across the brush reversed. The radial inter
ference for the brush was 0.0061 cm (0.0024 in.). Two radial 
clearances were tested for the annular seal: (0.0053 and 0.0178 
cm (0.0021 and 0.0070 in.). For the brush seal with the pressure 
drop applied in the reverse direction, the seal had a radial 
interference of 0.0053 cm (0.0021 in.). Over this range of radial 
clearances, the annular seal leakage rate was between 3.5 and 
7.5 times greater than the brush seal. The brush seal with the 
pressure drop applied in the reverse direction leaked 6.5 times 
that of the normal brush seal. With the pressure drop across 
the seal reversed giving the bristles no surface to press against, 
the reversed brush seal leaked approximately the same amount 
as that of the annular seal. 

Figure 6 presents the results for the lubricated seal with air 
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(a) Volumetric flow rate versus pressure drop across the 
seal with Helium as the working fluid. 

6000 

5500 

5000" 

4500 

4000 

3500 

3000: 

2500 

2000-

1500 

1000 

500 

\ 

Clearance 

o • -0.0018 cm 
o • -0.0061 cm 

Rolor Condition 

open symbol static 
closed symbol dynamic 

0 100 200 300 400 500 600 700 800 

Pressure Drop Across Seal, kPa 

(b) Volumetric flow rate versus pressure drop across the 
seal with Air as the working fluid. 

Fig. 7 Effect of bristle/rotor interference on brush seal leakage 

across the seal increased, the bristle pack would split at certain 
places along the circumference creating holes for a leak path. 
As the pressure drop decreased the bristle pack closed. Similar 
observations have been noted for a linear brush seal config
uration ("rivering" effect) (Braun et al., 1990). 

Summary of Results 
The leakage performance of a brush seal with gaseous air, 

helium, and carbon dioxide for the test fluids was investigated 
for several bristle/rotor interferences at static and low rotor 
speeds. In addition, the effects of packing a lubricant into the 
bristles and of reversing the pressure drop across the seal were 
investigated. An annular seal was tested for comparison pur
poses. In order to generalize the results, they were correlated 
using corresponding state theory. A brush seal with an inside 
diameter of 3.792 cm (1.4930 in.) and a fence height of 0.635 
cm (0.025 in.) was used. The following results were determined: 

1 The air and carbon dioxide data showed a slight improved 
leakage rate at the rotating over the static condition. Hysteresis 
effects were negligible. 

2 It was found that the air and carbon dioxide data had a 
flow coefficient equal to 0.0169 and 0.0155 for the static and 
dynamic shaft conditions, respectively. This was based on a 
Pr = P-m/Pc- The helium data did not follow the same trend. 

3 A slight improvement in correlating the helium data with 
that of the air and carbon dioxide was seen if Pr = AP/PC is 
used instead of Pr = Pi„/Pc. The cause for the helium data 
behavior requires further investigation. 

4 The brush seal leakage was between 3.5 and 9.5 times less 
than that of the annular seal, showing that the bristles make 
an effective seal. 

5 The lubricated brush seal's leakage rate was up to 2.5 
times less than that of the nonlubricated brush seal, indicating 
that the lubricant served to hold the bristles in place and block 
the porosity through the seal making a more effective seal. 

6 For the lubricated seals, the static case showed a greater 
reduction in leakage than the rotating case. This is the result 
of the lubricant acting as a seal at the bristle/rotor interface 
for the static condition. 

as the test fluid compared to the nonlubricated brush seal static 
and dynamic (400 rpm) shaft conditions. It gives a plot of 
volumetric flow rate versus pressure drop across the seal at a 
radial interference of 0.0061 cm (0.0024 in.). For the static 
condition, the lubricated seal reduced the leakage 2.5 times 
that of the nonlubricated seal. For the dynamic condition, the 
lubricated seal reduced the leakage 1.5 times that of the non
lubricated seal. The lubricant served to hold the bristles in 
place and to block the porosity through the bristle pack. The 
static condition showed improvement over the dynamic case. 
This is the result of the lubricant acting as a seal at the bristle/ 
rotor interface for the static case. This behavior can be seen 
in the steam data found from Schlumberger et al. (1991). The 
steam changed phases as it passed through the seal from vapor 
to liquid. The liquid became entrained in the bristles and 
blocked the fluid flow in the same manner as the lubricant. 

Figure 7 presents the effect of bristle/rotor interference on 
leakage. Figure 1(d) gives a plot of volumetric flow rate versus 
pressure drop across the brush for helium at bristle/rotor radial 
interferences of 0.0033 and 0.0061 cm (0.0013 and 0.0024 in.). 
Figure 1(b) gives a plot of volumetric flow rate versus pressure 
drop across the brush for air at bristle/rotor radial interfer
ences of 0.0018 and 0.0061 cm (0.0007 and 0.0024 in.). Both 
static and dynamic data are presented. As expected, the flow 
rate decreased with an increased interference. 

A study of the bristle/rotor interface dynamics was made 
using high-speed film. Results show that as the pressure drop 
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A Combined Experimental and 
Theoretical Study of Flow 
and Pressure Distributions 
in a Brush Seal 
A relatively simple theory is presented that can be used to model the flow and 
pressure distribution in a brush seal matrix. The model assumes laminar, compres
sible, isothermal flow and requires knowledge of an empirical constant: the seal 
porosity value. Measurements of the mass flow rate together with radial and axial 
distributions of pressure were taken on a nonrotating experimental rig. These were 
obtained using a 122 mm bore brush seal with 0.25 mm radial interference. The 
experimental data are used to estimate the seal porosity. Measurements of the 
pressure distributions along the backing ring and under the bristle tips and discussed. 
Predicted mass flows are compared with those actually measured and there is rea
sonable agreement considering the limitations of the model. 

1 Introduction 
A schematic diagram of a brush seal is shown in Fig. 1. The 

assembly comprises a bristle matrix clamped between a front 
plate on the upstream (high-pressure) side of the flow and a 
backing ring on the downstream (low-pressure) side. The bris
tles are inclined in the tangential direction; the angle between 
the bristle axis and a tangent to the contact point (the com
plement of the manufacturer's bristle lay angle) is 6. The axial 
width of the bristle matrix is Lx, and the radial distance from 
the bristle tips to the clamped end is Ly. The bristles overhang 
the backing ring by AH (measured in the radial direction); they 
are usually made from steel, and have a diameter d. Typical 
values of these parameters are: 6 = 45 deg, Lx = 0.7 mm, 
Ly = 10 mm, AH = 1.5 mm, and d = 0.0762 mm. 

The advantages of using brush seals in gas turbine engines 
were reported by Ferguson (1988). Compared with a conven
tional finned labyrinth seal, the brush seal offers a dramatic 
improvement (by five to ten times) in sealing. The compliance 
of the bristles also allows this improvement to be maintained 
when there are differential movements between shaft and seal 
casing, e.g., during engine transients. Rotation was found to 
decrease the leakage flow (by 35 percent at 3000 rad/s) but 
the author noted that further work was required to establish 
the cause of this effect. Braun et al. (1990) carried out flow 
visualization tests and pressure measurements using water and 
a linear (noncircular) brush seal. They identified several dif
ferent patterns of flow between the bristles; the results illustrate 
the complex nature of the flow. Chupp and Dowler (1993) 
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37th International Gas Turbine and Aeroengine Congress and Exposition, Co
logne, Germany June 1-4, 1992. Manuscript received by the International Gas 
Turbine Institute February 24, 1992. Paper No. 92-GT-355. Associate Technical 
Editor: L. S. Langston. 
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Fig. 1 A schematic diagram of a brush seal 

carried out performance tests on a number of different circular 
seals in a rotating test rig. Enhancements in the sealing per
formance compared to the conventional labyrinth seal were 
noted and found to be similar to those discussed by Ferguson. 
They also noted a hysteresis effect, where, for a given pressure 
ratio the flow rate was found to depend on whether the pres
sure ratio was arrived at by an increase or a decrease in the 
pressure. Hendricks et al. (1991) developed a theoretical model 
for predicting the mass flow, bristle displacements, and shaft 
load. This model uses established correlations for friction fac
tors in porous media. The authors obtained reasonable agree
ment between their predicted mass flows and those supplied 
by a brush seal manufacturer. 

The present paper discusses some theoretical and experi-
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mental aspects of research used to predict the operation of a 
brush seal. The experiments were conducted on a nonrotating 
brush seal rig, using a 122 mm bore brush seal, having a radial 
interference of 0.25 mm. The apparatus is described in Section 
2. The theoretical work, which is discussed in Section 3, is 
based on a relatively simple model for the flow through the 
bristle matrix. The model calculates the pressure distributions, 
and hence bristle deflections, from the solution of Laplace's 
equation. The experimental measurements of pressure distri
bution, seal mass flow, and bristle deflections are discussed in 
Section 4. 

2 Experimental Apparatus 
The brush seal actually tested is shown in Fig. 2; the relevant 

dimensions are listed below: 
Bristle bore diameter 121.76 mm 
Backing ring inside diameter 124.56 mm 
Front plate inside diameter 142.40 mm 
Overall outside diameter 151.71 mm 
Overall axial width 3.85 mm 
Front plate and backing ring widths 1.625 mm 
Bristle diameter 0.0762 mm 
Backing ring overhang 1.4 mm 
Bristle lay angle 45 deg 

A section through the test rig is shown in Fig. 3. The seal 
is clamped between the front cover plate and spacer rings. The 
nonrotating test piece forms a dummy "rotor" and the outer 
diameter of this is machined to give the appropriate static radial 
interference between bristle tips and shaft. Flow is supplied to 
the rig from a 400 kW Howden screw compressor and the flow 
rate measured using an "Annubar." Air enters the rig through 
a hole in the rear cover plate. Thirty 10-mm-dia holes and a 
0.1 mm mesh size stainless steel gauze distribute the incoming 
air evenly into an annular plenum chamber upstream of the 
seal. 

The pressure distributions in the radial and axial directions 
are measured by pressure tappings located in the seal backing 
ring and in the rotor surface. The radial pressure tappings are 
located at four different circumferential locations. Each set 
comprises five separate, 0.25-mm-dia pressure tappings laser 
drilled in the backing ring at equispaced intervals between the 
front plate and backing ring inside diameters. The test piece, 
or rotor, contains 24, 0.25-mm-dia axial pressure tappings. 
These are located at angular intervals of 15 deg and separated 
by 0.06 mm in the axial direction. With this arrangement, 11 
of the pressure tappings are expected to be under the bristle 
tips. 

The remaining pressure tappings are to accommodate the 
expected axial deflection of the bristles and uncertainty in the 
exact location of the brush seal in the housing. Tests were 
carried out for the range of upstream absolute pressures (107 
kPa < Pu < 380 kPa). The pressures were measured by a 50-

x: '>f/M 
/ •W 

< » - . 

/£** 

The brush seal used in the experiments 

port Scanivalve. During a test, each of the measurement ports 
was opened for 0.5 seconds. Four complete sets of measure
ments would usually be made at a particular value of the 
upstream pressure. There were small differences in the meas
ured pressure from a particular pressure tapping during these 
four scans, but these are considered to be negligible and for 
convenience the results discussed here are based on average 
values. 

Some test were conducted with superimposed vibration. To 
allow transmission of this vibration to the brush seal itself, 
the mass for the rig was supported on a separate frame, using 
four springs, and allowed to slide up and down on PTFE 
bushes. The velocity and amplitude of vibration were measured 
by a Bruel and Kjer 4339 accelerometer and Kistler M05-100 
charge amplifier connected to a Gould Advance OS245A Os
cilloscope. Tests with superposed vibrations were conducted 
using a frequency of 300 Hz and a velocity of 10 mm/s—values 
believed to be representative of engine conditions. 

3 Theoretical Model 
If the inertial terms in the boundary-layer equations are 

neglected, the resulting equations balance the pressure and 
viscous forces. For laminar flow of a perfect gas with viscosity 
ix, in the bristle matrix, the pressure field, p(x,y), and hence 
mass flow, bristle loads, and deflections can be obtained from 
the solution of Laplace's equation. Density variations through-

Nomenclature 

d = 
/iv, /)„ = 

Lx = 
Ly = 
m = 
P = 
Ps = 
p = 

p* = 

rs = 

p ~ 
T = 
x = 

bristle diameter R 
characteristic passage widths R 
in the axial and radial direc
tions, respectively 
axial width of bristle pack 
radial height of bristle pack x = 
mass flow rate 
absolute pressure y = 
pressure on shaft 
p2/2RT general variable y = 
(P - PdViPu - Pd) = di-
mensionless pressure z = 
radius of shaft 

gas constant 
pJPd — pressure ratio 
absolute temperature 
coordinate in the axial direc
tion 
x/Lx = nondimensional ax
ial coordinate 
coordinate in the radial di
rection 
y/Ly = nondimensional ra
dial coordinate 
axial pressure tapping num
ber 

AH = bristle overhang 
ARS = static radial build interfer

ence (ARS < 0) 
Ax = axial deflection 

6 = angle between bristle axis 
and tangent to contact point 

JX = dynamic viscosity 
p = density 
<j> = (hy/hxf = porosity value 

Subscripts 
d, u = pertaining to values down

stream and upstream of the 
brush seal, respectively 
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Fig. 3 Views and a section through the brush seal test rig 
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Fig. 4 Schematic diagram of flow through the bristle matrix 

out the bristle matrix can be modeled by assuming isothermal 
flow and solving for the variable, P = p2/2T, P. being the 
appropriate gas constant and T, the absolute temperature. 

Figure 4 shows a schematic diagram of flow in a brush seal 
matrix. Of particular interest are the axial and radial through-
flow areas, which are shown shaded, and characterized by the 
respective lengths hx and hy. It is convenient to express these 
as a ratio: </> = {hy/hxf, which can be thought of as a porosity 
value. It is of course expected that in a "real" brush seal, hx 

and hy are not constant throughout the bristle matrix. For this 
case, and using the above assumptions, the governing equation 
becomes: 

d2P/dx2 + <j)d2P/dy2 + hx \dP/dydhl/dy 
+ dP/dxdhx/dx) = Q (1) 

Equation (1) was discretized using finite differences and solved 
using Gausian-elimination. The boundary conditions specified 
for the solution are listed below: 

1 On the upstream face of the seal, x = 0; 0 < y < Ly 
(see Fig. 1); the pressure is equal to the upstream pressure 
Pu-

2 On the outside diameter of the seal, 0 < x < Lx\ y 
= Ly, there is no flow in the radial direction and 
(dp/dy)y=Ly = 0. 

3 On the downstream face of the seal, x = Lx; 0 < y < 
Ly: (i) in the overhang region, 0 < y < AH, the pressure 
is equal to the downstream pressure pd, and (ii) next to 
the backing ring, AH < y < Ly , there is no axial flow 
(dp/dx = 0). 

4 At the bristle tips it is assumed that there is no radial 
flow: {dp/dy)y=0 =0 . 

The computed pressure fields obtained from the computa
tions with variable <j>, with a variation from maximum to min
imum of 64:1, are shown in Fig. 5. These were carried out for 
a seal with 0.25 mm radial build interference with upstream 
and downstream absolute pressure of pu = 2 bar andpd = 1 
bar, respectively. The pressures, referred to as P*, are non-
dimensionalized with respect to the overall pressure difference 
across the seal: P* = (p-Pd)/(Pu-Pd)- These are plotted 
against Y, the nondimensional radial coordinate (Y = y/Ly) 
and X (X=x/Lx), the nondimensional axial coordinate. The 
bristle overhang is indicated by the region X = 1 and 0 < Y 
< 0.14, where P* = 0. 

There are three frames in this figure: (a) in which hx increases 
linearly with distance from the upstream bristle row and hx^x-ijX^ 
= 4hX(X=o, (b) in which hx decreases linear with distance from 
the'bristle tips and hx{y=0) = 4hx(y^Ly); and (c) which is for a 
constant value of </> equal to the average value of </> used in 
the above calculations. The results are presented for average 
values of </> = 1 and 100, which are considered to span the 
range of realistic values. 

Comparison between frames c(i) and c(ii) for constant values 
of </> = 1 and 100, respectively, illustrates how the porosity 
value affects the pressure distribution in the bristle matrix. For 
<j> = 1, the bristle matrix had greater porosity in the axial 
direction than for </> = 100. Consequently the pressure distri-
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Fig. 5 Computed pressure fields in the bristle matrix: (a) hx = /(x); (b) hx = f(y); (c) hx = const 

bution imposed on the front plate of the seal (jp = pu for X 
= 0 and 0 < Y < 1) is almost entirely communicated to the 
backing ring. Increasing 4> to 4> = 100 reduces the relative 
axial porosity and there is an increased radial pressure gradient 
along the backing ring. This effect has particular significance, 
as it means that the porosity of the bristle matrix can be es
timated from measurements of the radial distribution of pres
sure along the backing ring. 

As shown in Frames b(i) and b(ii), the radial pressure dis
tributions on the backing ring, when hx varies in the radial 
direction, are broadly similar to that obtained using a constant 
value of 4>. When hx varies in the axial direction, Frames a(i) 
and a(ii) show there is a larger difference. In this case the 
distribution at X = I is similar to that obtained from assuming 
a constant value of <j>, equal to the local value for variable <f> 
at X = 1. From this it may be inferred that the experimentally 
measured pressure distributions can still be used to estimate 
values of <j>, the value being the value of 4> on the backing ring. 
When hx is made to vary with X, an increased overall axial 
pressure drop is also obtained. This is to be expected since the 
flow area in the axial direction increases in the streamwise 
direction, and hence the flow is almost entirely in this direction 
and the increased pressure drop occurs as a result of overcom
ing viscous forces. Comparing results for variable <f>, using 
average values of 4> = 1 and <j> = 100 shows the same effects 
as noted for the case of constant <j> in the bristle matrix: In
creasing <f> increases the overall pressure drop along the backing 
ring. 

Since the bristles are in contact with the shaft, they must 
impose a load on it. This load will depend on the initial radial 
interference and (since the pressure distribution depends on <j>) 
also the porosity value. Figure 6 summarizes these effects, 
where the shaft pressures are calculated for constant values of 
<j> with 4> = 1 and 100. For each value of 4>, the results are 
shown for four different initial radial interferences: A/?, = 

- 0 . 1 , - 0 . 2 , - 0 . 4 , and - 0 . 8 mm. The shaft pressure increases 
linearly with pressure ratio, and for any given radial interfer
ence the shaft pressure is greater at the lower value of <j>. This 
is consistent with the results shown in Fig. 5. For a low value 
for (j>, more of the radial pressure drop occurs at the bristle 
tips than for a large value of 4>< and so the resulting load on 
the shaft is higher. Increasing the radial interference also in
creases the shaft pressure; this effect is due to the imposed 
preload of the interference fit between bristles and shaft. 

4 Experimental Results 
Measurements were taken of the variation of pressure along, 

the backing ring and also under the bristle tips. These are 
referred to as radial and axial pressure distributions, respec
tively. The tests discussed below were conducted with and 
without superposed vibration and this was found to make no 
significant difference to either the mass flow through the seals, 
or the pressure distributions. 

4.1 Radial Pressure Distributions. For the radial pressure 
distributions, the measurements are obtained from averaging 
pressures measured at four different circumferential locations. 
Tests were conducted over the range of upstream absolute 
pressures 107 < pu < 380 kPa and approximately 40 tests 
were conducted. For all the tests, the air inlet temperature was 

' about 20°C; Pd, the downstream absolute pressure, was always 
at atmospheric pressure = 100 kPa. 

In order to show the physical behavior of the seal, it is 
convenient to present these results in bands of pressure ratio, 
Rp, where Rp = pjp<i- Figure 7 shows the measured radial 
pressure distributions of five tests in the range 2.23 < Rp < 
2.65. The pressures, referred to as P*, are nondimensionalized 
with respect to the overall pressure difference across the seal: 
P* = (p - Pd)/(pu - P<i)- These are plotted against Y, the 
nondimensional distance from the shaft, and Y = y/Ly. 
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Fig. 7 Measured and predicted variations of radial pressure distribution 
along the backing ring 

Fig. 6 Predicted variations of shaft pressure, ps, with pressure ratio, 
Rp; bristle interference, ARS; and seal porosity, <j>;—a— Rs = -0 .1 mm; 
—»— Rs = - 0 .2 mm;—a—fls= -0 .4 mm;—o-Rs = - 0 .8 mm 

The different symbols indicate the results from the different 
tests and the line gives the average value. There is relatively 
little scatter in the results and the average value gives a good 
representation of the distribution of pressure on the backing 
ring. It is worth noting that the pressure experienced on most 
of the backing ring is almost constant and at 0.9 to 0.95 pu; 
most of the overall radial pressure drop occurs in the region 
Y < 0.4. Also shown in the graph is the predicted radial 
pressure distribution for 4> = 30, which can be seen to give a 
good overall fit to the experimental data. 

The variation of radial pressure distribution with pressure 
ratio for all pressure ratios tested is summarized in Fig. 8, for 
tests at 1.08 < Rp < 1.29; 1.86 < Rp 2.20 and 3.17 < Rp 
< 3.8. At the lowest pressure ratio there is the largest overall 
drop in pressure from Y = 1, at the inner radius of the front 
plate to Y = 0.2 at the innermost pressure tapping. As the 
pressure ratio is increased this overall pressure gradient is re
duced. Referring back to Fig. 5 it can be seen that a reduction 
in the overall pressure drop along the backing ring is consistent 
with a reduction of <j>, the ratio of radial to axial porosity. 
This occurs in Fig. 8 and implies that the radial component 
of the total mass flow reduces as the pressure ratio is increased. 

4.2 Axial Pressure Distributions. Measured axial pres
sure distributions for ARS = —0.25 mm are shown in Fig. 9. 

1.0-

0.8 

0.6 

0.4 

0.2-

0.0 

Symbol Pressure 
ratio range 

1.08 < Rp< 1.29 

1.86 < Rp<2.20 

3.17 < Rp<3.80 

0.0 0.2 0.4 0.6 0.8 
Y 

1.0 

Fig. 8 Measured variations of the radial pressure distribution along the 
backing ring for different pressure ratios 

Each frame gives the results for tests conducted within a range 
of Rp: frame (a) 1.25 < Rp < 1.42; (b) 2.20 < Rp < 2.70; 
and frame (c) Rp < 3.8. Different symbols are used to denote 
the results obtained from separate tests within each pressure 
ratio range. 

The axis abscissae, z, shows the pressure tapping number. 
At the lowest pressure ratios (see frame («)), P* is relatively 
constant for z ^ 5 and has a value of approximately unity 
indicating that this region is upstream of the bristle matrix. 
Since the pressure tappings are separated by 0.06 mm, the 
downstream face of the bristle matrix is expected to be located 
at z = 16. This is broadly where P* = 0. There is some scatter 
in the measurements and it is considered that this occurs as a 
result of circumferential variations in the axial deflections of 
the brush seal. Despite this scatter, it appears that the form 
of the distributions does not change significantly with pressure 
ratio. The pressure appears to fall almost linearly with the 
distance through the bristle matrix. This is consistent with 
measurements carried out by Braun et al. (1990) on a linear 
brush seal with zero radial clearance. 

4.3 Seal Mass Flows. It is of interest to compare meas
ured and predicted mass flows for the brush seal. As previously 
noted, the measured radial pressure distributions indicate that 
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Fig. 9 Measured variations of the axial pressure distribution under the 
bristle tips for different pressure ratios 

this particular seal has a porosity value of <t> = 30. Since 4> 
= (h/hx)

3, a particular combination of hx and hy can be found 
to give correspondence between measured and predicted flows 
at just one value of pressure ratio. Predictions can be obtained 
using these values of hx and hy for the entire range of pressure 
ratios of interest. 

The results of this are shown in Fig. 10. The overall agree
ment between measured and predicted flow rates is generally 
good. The theory underestimates the measurements at the low
est pressure ratios. This discrepancy could be improved, but 
it would result in an overestimate of the measured values at 
the higher pressure ratios. 

The measurements of radial pressure distribution, shown in 
Fig. 8, suggest that <£ increases as Rp is decreased. This may 
occur by either an decrease in hx, or an increase in hy. As shown 
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Fig. 10 Variation of measured and predicted mass flows, m, with pres
sure ratio, Rp 

in Fig. 10, for a constant value of <t>, the predicted and measured 
flow rates match at a high pressure ratio; but as the pressure 
ratio is reduced, the measured flow rate exceeds the predicted 
value. To obtain correspondence over the entire range of pres
sure ratio and consistency with the expected behavior of <$>, 
implies that hy should increase with decreasing pressure ratio. 

4.4 Bristle Deflections. The pressure distributions shown 
in Fig. 9 can also be sued to estimate the axial deflection of 
the bristle pack. For this, it is assumed that the downstream 
face of the bristle pack is located at the point at which P* 
= 0. It was found that at a pressure ratio of 3, the axial 
deflection was between 0.2 and 0.4 mm. It should be remem
bered that these results are based on a relatively subjective 
judgment and are therefore not considered to be of great ac
curacy. However, they are consistent with the expectation that 
as the pressure ratio is increased then so is the axial deflection. 
They are also consistent with the predicted axial deflection 
obtained from the model. For this, Eq. (1) is solved with <j> = 
30. The predicted pressure distributions specify the loading on 
each bristle; the deflection can be obtained using the method 
of superposition (see Timoshenko and Gere, 1979), assuming 
the bristle to be a simple cantilever with a nonuniform dis
tributed load. 

5 Conclusions 
This study has considered theoretical and experimental as

pects of the operation of a brush seal. For the theoretical work, 
the pressure distribution in the bristle matrix was obtained by 
solving Laplace's equation. This requires an empirical constant 
describing the overall porosity of the bristle matrix (denoted 
by <j>). The experiments were conducted using a nonrotating 
test rig with a 122 mm bore brush seal having 0.25 mm radial 
interference. Measurements were made of flow through the 
seal, together with the radial and axial pressure distributions 
(along the backing ring and under bristle tips, respectively). 
These were obtained with and without superimposed vibration 
for the range of upstream absolute pressures, 107 < pu < 380 
kPa, and with a constant downstream exit absolute pressure, 
pd = 100 kPa. 

The principal conclusions from this work are summarized 
below: 

1 The theoretical study has considered the case of constant 
<t>, and also <j> varying in the bristle matrix. Comparison between 
these two cases shows some difference in the distribution of 
pressure in the bristle matrix. Most significantly, the value of 
4> for a brush seal can be estimated from measuring the radial 
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pressure distribution on the backing ring. For the test consid
ered here it was found that <j> ** 30. 

2 Theoretical predictions of the contact pressure of the 
bristles on the shaft show that this increases linearly with pres
sure ratio, and for a given radial interference the shaft pressure 
is increased when <j> is decreased. Increasing the radial inter
ference also increases the shaft contact pressure. 

3 The pressure distribution under the bristle tips does not 
appear to change with pressure ratio, and decreases almost 
linearly with distance under the bristles. 

4 Comparison between 'measured and predicted flows 
through the seal is generally good considering the overall sim
plicity of the theoretical model. 

The effects of rotation have not been considered, either 
directly or by comparison of these current results with pub
lished data for rotating tests. To the present author's knowl
edge, these are the first published results of the radial pressure 
distributions and comparison is therefore not possible. Fer
guson's data for the effect of rotation on the flow rate show 
a progressive reduction to 65 percent of the static flow at 3000 
rad/s. The flow rate through the brush seal is governed by a 
overall porosity, so rotation could be expected to affect this, 

and therefore the radial pressure distributions, in a broadly 
similar way. 
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Unusual Acoustic Vibration in Heat 
Exchanger and Steam Generator 
Tube Banks Possibly Caused by 
Fluid-Acoustic Instability 
Flow channels of heat exchangers or steam generators containing tube arrays can 
be subject to acoustic vibration excited by flow of air, gas, or steam tranversely 
across the tubes. Such vibration occurs when a flow disturbance inside the tube 
bank excites a strong acoustic (standing wave) mode of the channel. The acoustic 
modes typically excited are those related to the dimension perpendicular to both the 
fluid flow direction and the tube axes. Preventive measures taken in the design stage 
are typically directed against these commonly existing standing waves. Evidence is 
presented of the unusual occurrence of standing waves that develop in the flow 
direction and in the tube axial direction. The causes for their development and 
methods of suppression are discussed. 

Introduction 
Acoustic waves can be excited by disturbances arising within 

the tube bundle but also away from the tube bundle in the 
ducting. Inside the tube bundle the excitation phenomena con
sidered to be responsible for the development of acoustic vi
bration are primarily vortex shedding, but also turbulence, 
generated by crossflow. The effects of bends in the ducting, 
changes in cross section, turbulent swirling flow, and bluff 
bodies placed inside the duct are often the sources of acoustic 
vibration in the ducting away from the tube bundle. 

Two types of acoustic modes are known to exist: those that 
are bound to the tube bundle and decay in the adjoining duct
ing, and those that exist primarily in the ducting and decay 
within the tube bundle. Both of these modes, as shown by 
Parker (1978) and Blevins (1986), can be excited by acoustic 
disturbances within the tube bundle. As mentioned earlier, the 
duct modes can also be excited by disturbances within the duct 
proper. 

The acoustic modes typically excited by crossflow in tubular 
heat exchanger or steam generator tube banks are the transverse 
modes (modes j = 1, 2, 3, . . . in the^ direction), which are 
perpendicular to the direction of flow and tube axes (Fig. 1). 
Longitudinal modes (;') in the flow direction (x), or transverse 
modes (k) in the direction of the tube axes (z) are rarely excited 
by crossflow and have not been reported in the literature. (The 
indices /, j , k give the number of acoustic waves in the flow 
(x), transverse (y), and tube axial (z) directions, respectively.) 

In this paper we present evidence of unusual acoustic vi
bration in two cases: in one tubular air heater, acoustic vi
bration occurred in the longitudinal (flow) direction, and in 

Contributed by the Nuclear Engineering Division and presented at the Western 
Pacific Regional Acoustics Conference IV, Brisbane, Australia, November 26-
28, 1991. Manuscript received by the Nuclear Engineering Division August 13, 
1991. Associate Technical Editor: S. M. Cho. 

the second, a steam generator economizer bank, acoustic vi
bration occurred in a direction transverse to flow, along the 
tubes. 

Theories of Acoustic Vibration and Brief Review of 
Published Work 

The publications on acoustic vibration or resonances in tube 
banks typically assume that vibration due to crossflow will 
occur only in they modes, which are characterized by a fluc-

z(k) 

FLUE PLATE 
Fig. 1 Tube bundle in duct: orientation of axes x, y, z and modal indices 
/, /', k for acoustic modes 
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tuating particle velocity in they direction (lift direction), which 
is perpendicular to the direction of flow and the tubes. Most 
of the experimental evidence, both laboratory and industrial 
does support this assumption. 

Two principal sources causing acoustic vibration in tube 
bundles have been identified: vortex shedding and turbulence 
or turbulence-based instability. 

The vortex theory is well established and its validity very 
well documented experimentally. It is also widely used in design 
practice. According to this theory, the vortex shedding-induced 
fluctuating lift forces are perfectly capable of interacting with 
the particle velocities of the fluid column standing waves vi
brating in the same direction. At resonance intense noise and 
vibration can be generated. The works of Baird (1954), Grotz 
and Arnold (1956), Putnam (1959), Chen (1968), Chen and 
Young (1974), Parker (1978), Eisinger (1980), Blevins (1986), 
Blevins and Bressler (1987a, 1987b), and Parker and Stoneman 
(1989) all support the vortex shedding theory of acoustic vi
bration. 

The turbulence-based theory postulates a triggering mech
anism initiating the acoustic vibration and sustaining it by the 
energy contained within the turbulent flow inside the tube 
bank. An instability-like phenomenon is postulated. Although 
there is some experimental evidence that such a mechanism 
might be at work in certain cases, no proof of such a mechanism 
has so far been offered. The following works fall to some 
degree in this category: Owen (1965), Funakawa and Umakoshi 
(1970), Fitzpatick and Donaldson (1977), Fitzpatrick (1985, 
1986), Rae and Murray (1987), and Ziada et al. (1988a, 1988b). 
A jet instability phenomenon for in-line arrays has recently 
been described by Ziada and Oengoren. Its origin seems to be 
associated with shear layer instability in jets between tube rows 
(Ziada and Oengoren, 1991; Oengoren and Ziada, 1991). 

A large body of experimental and theoretical evidence has 
accumulated over the years in the field of solid propellant 
rocket combustion where the effect of a superimposed acoustic 
field upon the turbulent flame combustion process has been 
studied. Pressure- and velocity-coupled instability mechanisms 
have been shown to exist, initiating strong acoustic vibration 
in the enclosed spaces of the combustion chamber. Since acous
tic waves in the enclosed space of a combustion chamber are 
always present, at certain conditions the coupling mechanism 
can give rise to intense acoustic vibration. We mention only a 
few of the publications in this field: Culick (1966), Price and 
Dehority (1967), Culick (1970), Price (1979), Culick and Ma-
giawala (1981), Ma et al. (1990). 

The instability mechanism of acoustic vibration in the com
bustion chamber seems to present supportive evidence for the 
turbulence-based theories of strong acoustic vibration in tube 
bundles. Although not proven yet, the interaction (coupling) 
of the acoustic waves always present inside a tube bundle 
(waves of different modes and magnitudes) with the turbulent 
flow field appears to be a plausible mechanism of excitation. 
It is this coupling mechanism that might have been responsible 
for the initiation of the unusual acoustic vibration described 
in this paper. 
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Fig. 2 Arrangement of tubular air heater (dimensions shown in mm) 

Longitudinal Acoustic Vibration in a Full-Size Tubular 
Air Heater 

Experimentally Observed Acoustic Vibration. The tubular 
air heater shown in Fig. 2 consists of two separate tube banks, 
bank 1 and bank 2. The tubes have an in-line arrangement 
and are supported by two tube sheets (at top and bottom), 
and by a tube support plate at midheight. The tubes are exposed 
to air flow on the outside and hot gas on the inside. The air 
enters the air heater at a right angle and as it makes a 90 deg 
turn enters bank 1 and bank 2 in crossflow. The heated air 
exits in a direction parallel to that of the inlet. 

The air heater dimensions are given in Fig. 2. The geometry 
of the tube layout is given in Table 1. The air flow temperature 
increases as it passes through the air heater. Three flow con
ditions at three loads are specified, low (47 percent), medium 
(71 percent), and high (100 percent). The corresponding Helm-
holtz number He = yS/ceff and Reynolds numbers Re = vD/ 

Nomenclature 

c = speed of sound in free space 
ceff = speed of sound within tube L 

bank Re 
D = tube outside diameter S 

He = Helmholtz number T 
, j , k = indices of acoustic modes in Te 

x, y, and z directions, re- v 
spectively 

tube longitudinal spacing x = 
Reynolds number y = 
Strouhal number 
tube transverse spacing z -
temperature 
flow velocity in gap between v = 
tubes 

coordinate in flow direction 
coordinate in transverse di
rection perpendicular to flow 
coordinate in tube axial di
rection 
kinematic viscosity of air or 
gas 
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Table 1 Air heater tube bank geometry and flow parameters 

Bank 
No. 

1 

2 

Tube 
OJ). 

D 

mm 

64 

64 

Side 
Spacing 

T 

mm 

79 

79 

Longit 
Spacing 

L 

mm 

75 

89 

Air Flow 
47% 

H e x i o ' 
In/Out 

4,600/ 
5,280 
3,460/ 
3,990 

Load 

Re 
In/Out 

10,818/ 
8,737 
8,737/ 
7,323 

71% Load 

Hex 10s 

In/Out 

6,950/ 
7,980 
5,230/ 
6,030 

Re 
In/Out 

16,341/ 
13,199 
13,199 
11,062 

100% Load 
Air 

Temp. 
In/Out 

T. 
C 

37.8/ 
139.3 
1393/ 
273.9 

Gap Vel. 
In/Out 

V 

m/s 
6.08/ 
8.05 
8.05/ 
10.68 

H e x i o ' 
In/Out 

9,780/ 
11,240 
7,360/ 
8,490 

Re 
In/Out 

23,016/ 
18,590 
18,590/ 
15,563 

FREQUENCY (HZ) 
(TYPICAL) 

LorramjDiNAL 
DIRECTION (X) 

TRANSVERSE 
DIRECTION (Y) 

a) LOW FLOW (47%) 

LONQITUDINAL 
DIRECTION (X) 

TRANSVERSE 
DIRECTION (Y) 

b) MEDIUM FLOW (71%) 

lO ldB 

68 X 

107dB 

o 
lOBdB 

' - • 5 \ 

103dB 

13 

20 

LONQITUDINAL 
DIRECTION (X) 

TRANSVERSE 
DIRECTION (Y) 

c) H1QH FLOW (100%) 

Fig. 3 Sound pressure levels at three air flow conditions measured 
around air heater at 1 m distance from casing (measured at elevation 
just above tube support plate; see Fig. 2 for location designations A, B, 
C, and 0) 

v at the inlet and outlet of each bank and temperatures and 
velocities at 100 percent load are given in Table 1. Here v is 
the gap velocity, S is the Strouhal number, ceff is the effective 
speed of sound within the tube bank, D is the tube diameter, 
and v is the kinematic viscosity. The flow data were based on 
performance calculations of the air heater, correlated with 
control room data during operation. The tabulated data in
clude Strouhal numbers based on the Fitzhugh map (Fitzhugh, 
1973), and the effective speed of sound in the tube banks cefr 

= c(l + <J)~1/2. Here c is the speed of sound in free space 
and a is the fraction of space occupied by the tubes (Parker, 
1978). 

The air heater operated relatively quietly at low flows and 
became noisier at higher air flows. A particularly noisy vibra
tory condition developed when the air heater was exposed to 
the full-load flow. 

Figure 3 shows plots of sound readings taken at a 1 m 
distance from the casing in the longitudinal (AB) and transverse 
(CD) directions at low, medium, and high flow conditions. 
The measurements were taken at an elevation just above the 
tube support plate using a Bruel and Kjaer (B&K) type 2230 
precision integrating sound level meter in conjunction with a 
B&K type 2515 vibration analyzer. From these measurements, 

it can be seen that the acoustic environment around the air 
heater was relatively noisy. There was, however, no clearly 
developed standing wave pattern observed throughout the range 
of flow velocities, except at the high flow condition, when 
suddenly an intense acoustic vibratory condition developed. 
This condition was characterized by a single frequency noise 
and a clearly defined standing wave. As shown in Fig. 3(c), 
the standing wave was established in the flow direction (x) at 
a frequency of 75 Hz in the third mode. There was some 
variation of the 68 Hz frequency sound in the transverse (y) 
and longitudinal (x) directions; however, this did not represent 
a fully developed standing wave. A wave pattern in the lon
gitudinal direction is already indicated at the medium flow at 
the frequencies of 68 Hz and 52 Hz. 

The presence of the longitudinal acoustic vibration was con
sidered unusual and was treated with concern as the suppres
sion of this type of vibration is more difficult than the typically 
occurring transverse acoustic wave in the y (lift) direction, 
which is easily treated by placing acoustic baffles within the 
tube bank in the direction of flow (Eisinger, 1980). 

Comparison of Predicted and Measured Acoustic Frequen
cies and Mode/Response Shapes. The air heater tube bank, 
including its untubed cavities, was modeled by finite elements 
using the effective speed of sound approach described by Par
ker (1978) and Blevins (1986). A two-dimensional model con
sisting of 1600 elements representing the plan view of the air 
heater (with a dimension equal to unity in the vertical (z) 
direction) was constructed. The temperature gradient, both 
tube banks, and untubed cavities were included in this model. 
The temperature of the air entering bank 1 was 37.8°C and 
increased linearly to 139.5°C within this bank. Air entered 
bank 2 at 139.5°C and increased linearly within this bank to 
a maximum temperature of 274°C. The temperature in the 
untubed cavities corresponded to the inlet and outlet temper
atures of the corresponding tube banks. The speed of sound 
and the density of air (parameters needed for the numerical 
analysis) were specified for each bank and the untubed spaces. 
The effective speed of sound at atmospheric pressure was mod
ified inside the tube banks by the solidity ratios of 0.535 and 
0.449 for banks 1 and 2, respectively. Acoustic natural fre
quencies and mode shapes were determined. The results are 
given in Table 2. The measured frequencies are also given in 
this table for comparison. The measured frequencies of 20 Hz, 
41 Hz, 52 Hz, 68 Hz, and 75 Hz compare well with those 
predicted. The measured response at 75 Hz (Fig. 3c) compares 
well with the predicted mode shape at 73.4 Hz with ijk = 3, 
1, 0 in the longitudinal direction. The transverse component, 
however, appears distorted. The measured response at 68 Hz 
resembles to some degree the predicted one at 67.7 Hz, showing 
a not fully developed and somewhat distorted standing wave 
with ijk = 2, 2, 0. 

Transverse Acoustic Vibration Along Tube Axes in 
Steam Generator Economizer Banks 

Experimental Results. The economizer tube banks are lo
cated at the bottom of a large steam generator with the tubes 
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Table 2 Comparison of predicted and measured frequencies and mode shapes within air heater tube banks 

Predicted 
Frequency 
(Hz) 
Predicted 
Mode 
i,j,k 
(Approximated) 
Measured 
Frequency 

1 (Hz) 

20.0 

1,0,0. 

20 

24.9 

0,1,0 

33.0 

1,1,0 

40.0 

2,0,0 

41 

49.6 

2,1,0 

_ J 

52.5 

2,1,0 

52 

55.3 

1,2,0 

60.6 

3,0,0 

67.7 

2,2,0 

68 

73.4 

3,1,0 

75 

80.0 

0,3,0 

oriented from side-to-side of the unit. Bank 1 is located in the 
front, and bank 2 in the rear pass. Figure 4 shows the ar
rangement. There is one acoustic baffle located within each 
tube bank extending over the entire length of the banks from 
top to bottom. The economizer tubes are exposed to vertically 
oriented crossflow of hot gases leaving the steam generator 
heat recovery area tube banks. The tube banks above the econ
omizer are perpendicular to the economizer tubes. There is an 
untubed cavity above the economizer banks with the lowest 
bank located 3200 mm above the economizer. An untubed 
discharge duct is located below. The tube layout is in-line with 
a constant side spacing and an alternating, narrow and wider 
longitudinal spacing. A division wall separates pass 1 from 
pass 2, making the flows through these passes relatively in
dependent but regulated by dampers located 1575 mm below 
the banks. 

The economizer tube banks developed strong acoustic vi
bration when exposed to full-load gas flow. The parameters 
of the gas flow at the vibratory condition are given in Table 
3. These were based on boiler performance calculations cor
related with experimentally determined operating parameters. 

During the noisy period of acoustic vibration, sound meas
urements were taken using the sound meter and vibration ana
lyzer described in the preceding section. A complete sound 
survey was performed at several elevations all around the steam 
generator. There was no evidence of acoustic standing waves 
in any of the steam generators upper banks. The strong vi
bratory condition was confined to the economizer area giving 
the highest readings. Figure 5 gives the results of the sound 
measurments taken at a 1 m distance from the boiler casing 
at locations 1 and 2 at the front, and at location 3 at the rear 
of the unit, in the side-to-side direction. The dominant fre
quency of the acoustic vibration was 42 Hz. At location 1 a 
relatively mild wave developed (Fig. 5a), indicating that bank 
1 was not experiencing an intense noise condition at the 42 Hz 
frequency. The measurements at location 3 at the rear of the 
unit revealed a well-developed fourth mode standing wave 
extending in the side-to-side direction, thus a standing wave 
established along the tube axes (z) i = 0, j = 0, k = 4 (Fig. 
5c). The measured maximum sound pressure level (SPL) at 
the 42 Hz frequency was 99.7 dB. This corresponds to a SPL 
higher by about 20-25 dB on the inside, considering the sound 
transmission losses through the casing and insulation. At lo
cation 2 at the discharge duct, the measured sound levels were 
somewhat higher, with a maximum of 104.3 dB (Fig. 5b). The 
plot at this location is indicative of a wave similar to that at 
location 3 with a distortion. The relative difference between 
the strength of the waves at locations 3 and 2 can perhaps be 
partially attributed to the presence of tube supports, a total 
of four, located at about the points of the maximum acoustic 
velocity in the fourth mode standing wave. Although the area 
at these supports was 35-40 percent open, some effect on the 
acoustic amplitude could be expected. 

The results show that the intense acoustic vibration devel
oped primarily in bank 2 in the rear pass. The onset of this 
vibration was sudden, caused by slightly reducing the gas flow 
in pass 2 (and correspondingly increasing the flow in pass 1). 
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Fig. 4 Arrangement of economizer tube banks in lower portion of steam 
generator (dimensions shown are in mm) 

By reversing this procedure, the vibratory condition could be 
abruptly stopped. This vibration is indicative of the type of 
excited instability since a triggering effect of a sudden reduction 
in gas flow was necessary to initiate it. (A slow increase in gas 
flow to full load did not cause this vibration.) 

Acoustic vibration of this unusual type is again of concern 
to heat exchanger designers not only because it is difficult to 
predict but also because it is more difficult to suppress when 
it occurs. 

Comparison of Predicted and Measured Parameters. Due 
to the presence of acoustic baffles, which were designed to 
eliminate the typical y'-mode acoustic vibration, no such vi
bration occurred. The gas columns within the tube banks ex
tended 25.64 m from side-to-side along the tubes. Table 4 gives 
the predicted acoustic frequencies, modes 1 through 4, and the 
measured fourth mode {ijk = 0, 0, 4) frequency at 42 Hz. The 
comparison between the predicted and measured values is very 
good. 
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Table 3 Economizer tube bank geometry and flow parameters at full load 

Bank 
No. 

1 

2 

Tube 
O.D. 

D 

mm 

51 

51 

Side 
Spacing 

T 

mm 

114 

114 

Longit. 
Spacing 

L 

mm 

70 
152 

70 
152 

Gas Temp. 
In/Out 

Te 

C 

533/ 
412 

458/ 
385 

Gap Vel. 
In/Out 

V 

m/s 

14.3/-
12.2 

18.1 
16.3 

He x 106 

In/Out 

— 

4,530-
6,540/ 
4,170-
6,030 

6,012-
8,685/ 
5,700 -
8,245 

Re 
In/Out 

-

9,198/ 
10,302 

13,760/ 
14,816 

-SOUND PRESSURE 
LEVEL dB (TVT1CAL) 

ACTUAL 
MEASUREMENTS 

Table 4 Comparison of predicted and measured frequencies and mode 
shapes within economizer tube banks 
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c) AT LOCATION 3 

Fig. 5 Sound pressure levels at full-load gas flow measured at 1 m 
distance from economizer casing at three locations in side-to-side di
rection; all readings at dominant frequency of 42 Hz 

Prediction of Intense Acoustic Vibration 
The presently available criteria for the prediction of flow-

induced acoustic vibration (called damping criteria) were all 
developed for the most commonly occurring j modes (Chen 
and Young, 1974; Fitzpatrick, 1986; Ziada et al., 1988b; Blev-
ins, 1990). None of these criteria would predict the described 
vibration with certainty. More complete criteria that will in
clude all acoustic modes (/, j , k) clearly need to be developed. 

Means of Eliminating the Unusual Acoustic Vibration 

Suppression of / Mode Acoustic Vibration. This mode of 
vibration is relatively difficult to suppress. We mention struc
tural modifications that might help. 

1 Increase acoustic damping, preferably by modifying the 
duct casing. Here a double wall casing with a perforated 

Predicted 
Freq. 
(Hz) 

Bankl 

Bank 2 

Predicted Mode 
i,j,k 
(Approximated) 

Measured Freq. 
(Hz) 

10.7 

10.3 

0,0,1 

21.4 

20.6 

0,0,2 

32.0 

30.9 

0,0,3 

42.7 

41.3 

0,0,4 

42 

inner wall and the space between the two walls filled with 
acoustic damping material could be used. 

2 Use overlapping single or double segmental baffles inserted 
inside the tube bank. A tortuous path of a single stream 
or a two-stream flow, respectively, will be created. This 
will change the acoustic frequencies and increase damping. 
The negative effect is an increased pressure drop across the 
tube bank. 

3 Increase acoustic damping in the flow direction by using 
screens or perforated baffles. The negative effect again is 
increased pressure drop. 

4 If the acoustic mode is not a pure ;' mode but has somey-
mode component incorporated, the use of acoustic baffles 
parallel with the flow may change the frequency and the 
damping sufficiently to eliminate the vibration. 

Suppression of A-Mode Acoustic Vibration. This acoustic 
mode is easier to suppress. Acoustic barriers in planes per
pendicular to the tubes, parallel with the flow can be inserted 
to form porous baffles with as low an open area as possible. 
The number and location of these barriers depends on the 
mode(s) that need to the suppressed. 

Corrective Measures Implemented 

Suppression of Air Heater Acoustic Vibration. The vibra
tion in the air heater was suppressed by using the conventional 
approach of installing acoustic baffles in the flow direction in 
combination with turning vanes on the flow inlet side. Three 
parallel equally spaced acoustic baffles were installed in banks 
1 and 2 in conjunction with three turning vanes as shown in 
Fig. 6. This arrangement, which was dictated by the need to 
avoid increasing the pressure drop through the air heater, did 
eliminate the acoustic vibration. Although the baffles did not 
affect the 75 Hz / mode directly, their effect was significant 
in that the space inside the air heater was essentially split into 
four parallel spaces, each having a slightly different frequency 
in the / mode. The new frequencies were in the range between 
minus 8 percent to plus 6 percent relative to the computed 
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Fig. 6 Arrangement of acoustic baffles and turning vanes in air heater 
tube banks eliminating i-mode acoustic vibration 

frequency of 73.4 Hz before the baffles were installed. Al
though the frequency change was relatively small, it did con
tribute to the elimination of the vibration when it was combined 
with an increased acoustic damping provided by the baffles. 

Suppression of Economizer Acoustic Vibration. The k-
mode vibration that occurred in the tube axial direction was 
suppressed by the installation of acoustic barriers placed along 
the 25.64 m side-to-side dimension. Four barriers dividing the 
25.64 m distance into five approximately equal spaces were 
installed in both banks of the economizer. Figure 7 shows the 
arrangement. The barriers were built in place and were made 
of cylindrical tubes extending vertically and covering the entire 
height of the tube banks. Care was taken to fill in the remaining 
gaps between the tubes. This was accomplished by tabs welded 
to the inserted tube grid elements. In this way the original tube 
bank porosity of 81.8 percent in the tube axial direction was 
reduced to only 17.5 percent. The low porosity barriers changed 
the £-mode acoustic frequency and also introduced acoustic 
damping, which effectively suppressed the initially occurring 
42 Hz acoustic vibration. 

Discussion of Results and Working Theory 
The excitation mechanism for the unusual acoustic vibration 

experienced in full-size heat exchangers is not fully understood 
at this time. If one postulated a vortex-excited system, one 
would find that at the vibration experienced, the maximum 
vortex shedding frequency was 30 percent below the 75 Hz 
vibration in the air heater, and a minimum of 47 percent above 
the 42 Hz frequency in the vibrating economizer bank using 
Fitzhugh's (1973) Strouhal numbers. These have been well 
correlated with experiments (Blevins and Bressler, 1987a, 
1987b). Thus it appears that this vibration was not caused by 
the classical vortex shedding phenomenon. 

Further, still within the vortex shedding theory, a shift of 
vortex shedding frequency in the tube bank by an acoustic 
field could occur. According to Blevins' study (Blevins, 1985) 
on a single cylinder, an 8 percent shift required a 150 dB sound 
field. We would have needed a much greater shift and thus an 
even stronger sound field before the onset of the vibration. 
There was no evidence of this in the test data. 

The prediction of acoustic frequencies and mode shapes was 
good considering the complexity of the arrangement of the 
heat exchangers. The theoretical mode shapes formed a good 
basis for the interpretation of the experimental data. 

In cases like this, one would explore all other possible sources 
that could be responsible for the onset of the acoustic con-
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Fig. 7 Arrangement of acoustic barriers in economizer tube banks sup
pressing k-mode acoustic vibration 

ditions. We were not able to exclude the influence of many of 
the possible external sources, such as the effects of bends in 
the ducting, tube flexibility, and in the case of the economizer 
banks, the effect of the distant upper steam generator tube 
banks and the effect of the downstream damper. It is con
ceivable that these effects may have played some role, both in 
contributing to the level of turbulence, and, perhaps, in pro
viding the stimulus for initiation of the acoustic vibration. 

Considering all the available evidence, it would appear that 
the vibration experienced falls in the category of the coupling 
phenomena demonstrated to exist in enclosures with turbulent 
flow. Based on this theory, the underlying cause of this vi
bration would be the presence of turbulence in conjunction 
with vortex shedding—a condition always present inside a tube 
bank. The superimposed acoustic waves of many different 
frequencies and amplitudes, also always present, would inter
act and couple with the turbulent flow field and at proper 
conditions initiate the acoustic vibration. Within this context, 
it appears, the mechanism that caused the unusual vibration 
in the tube banks was one of a fluid-acoustic instability. 

Summary and Conclusions 
Unusual acoustic vibration in heat exchanger tube banks 

that developed in full-size operating units was described and 
evaluated using presently available methodology. The vibra
tion did not meet the test of being excited by the traditional 
vortex shedding, or vortex shedding modified by an acoustic 
field. A fluid-acoustic (coupling) mechanism is put forward 
as the probable cause of the intense acoustic vibration expe
rienced. Further studies of this theory are clearly needed. 
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Optimal Circumferential Placement 
of Cylindrical Thermocouple 
Probes for Reduction of 
Excitation Forces 
This paper presents a design methodology to determine the optimal circumferential 
placement of cylindrical probes upstream of a turbine stage for reduced excitation 
forces. The potential flow forcing function generated by the probes is characterized 
by means of a Fourier analysis. A finite difference formulation is used to evaluate 
the sensitivity of the forcing function to the probe positions. An optimization scheme, 
based on the linear programming method, uses the sensitivity analysis results to 
reposition the probes such that the Fourier amplitudes of critical excitation orders 
are reduced. The results for a sample design situation are presented. 

Introduction 
Technological advances in material science and internal 

aerodynamics are quickly exploited by the gas turbine industry 
to produce more efficient and lighter weight products. This 
results in engine operation at higher mechanical stress levels, 
thus demanding more accurate estimations of stress in both 
steady and dynamic states. This has resulted in continuous 
efforts to improve the state of the art in stress analysis. 

The need for more sophisticated approaches, with regard to 
structural dynamics and vibratory stress, is particularly strong. 
Estimation of vibratory stress in the turbine or compressor 
blades of an engine during the paper design phase was once 
considered to be extremely difficult. Now, however, such con
siderations are becoming a matter of routine. In advancing 
such effort, methods for determining critical speeds and the 
deformations and stress profiles of particular modes of vibra
tion have been developed. In short, significant progress has 
been made in addressing the response side of this issue. In this 
paper the forcing function side of vibratory stress analysis is 
addressed. 

The vibratory response of a structural system can be miti
gated by reducing the magnitude of the dynamic force that 
impels its motion. In general, such an approach has not been 
considered practical. However, for certain rather common 
causes, this approach can be put to use with good results. 
Specifically, for the case of upstream flow obstructions, pro
duced by essential instrumentation (such as thermocouple 
probes), the vibratory stress induced on turbine blades resulting 
from wake perturbations can be estimated and systematically 
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altered by analytic methods. Such a method is the subject of 
this paper. This is accomplished by application of linear pro
gramming techniques [1, 2], through which optimal values of 
forcing function spectral distribution and magnitude may be 
obtained. 

It is well known that obstructions in a flow stream will create 
wakes behind the obstructions. Within the wakes, the pressure 
can drop from that of the free-stream pressure to the ther
modynamic static pressure. A turbine blade passing through 
such a wake will be subject to a pressure variation, which can 
induce the unwanted vibratory response of the blade. In this 
paper we consider a set of cylindrical thermocouple probes 
placed immediately upstream of the turbine blades. These 
probes will create wakes, which give rise to a variable circum
ferential pressure, which in turn acts as forcing function on 
the blade. 

The probe wake widths are assumed proportional to the 
diameter of the probes. The wake is also assumed to maintain 
a constant width as it travels downstream. That is, the wake 
does not spread out or decay. For small axial distances between 
the probes and the blades, as is the case in most modern turbine 
engines, this closely represents the true physical situation. 

The general equation of motion for the blade considered as 
a multiple degree of freedom system is 

[M]U+[qu+[tf]U = F(0 (1) 
The excitation forces generated by the variable circumferential 
pressure may be characterized by means of a Fourier series 
analysis. Thus, the right-hand side of Eq. (1) is given by 

F « = P J] C„ cos (nQt+<!>„) (2) 

With the excitation forces in this form, the steady-state solution 
to Eq. (1) is given by 
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as presented by Craig [3]. The complete solution to Eq. (1) 
will include the transient response of the system to the initial 
conditions. Transient response is an important part of the 
impulsive reaction to probe perturbation. However, transient 
response analysis is not treated in this paper in order that the 
impact of the optimization scheme on the steady-state response 
may be clearly demonstrated. 

If the excitation forces generated by the variable circum
ferential pressure coincide with a natural frequency of the 
blade, then large resonant responses will occur. The usual 
solution to this problem is to redesign the turbine blades such 
that the blade is insensitive to the exciting forces. Since aero
dynamic design constraints on the blades do not generally allow 
radical changes in the blade geometry, an effective design 
change is often hard to come by. This is particularly true of 
power turbine blades where there are no internal cavities that 
could be modified to provide some relief [4]. 

When modification of the blade structure is not possible, 
the only feasible solution is to reduce or change the forcing 
function acting on the blades. To accomplish this effectively, 
a systematic technique of parameter iteration must be used, 
whereby an optimization of effects is achieved. By using such 
optimization techniques, design parameters that are not aero-
dynamically related to performance can be adjusted to alter 
the shape of circumferential pressure variations. The adjust
ments are made such that a reduction of the amplitudes of 
those Fourier components of the forcing function (produced 
by that shape) can be effected. Most important among these 
are the ones that can generate blade resonance. In effect, the 
energy associated with the resonant components is shifted to 
less critical modes. 

In this study, the design parameters selected are the circum
ferential locations of the thermocouple probes. The locations 
of each probe is assumed to be unrestricted, except that the 
probes may not physically overlap or have excessive movement 

Fig. 1 Geometry parameters for circumferential placement of the ther
mocouple probes 

such that the proper measurements of circumferential tem
perature distributions for engine control are lost. Additional 
proscriptions may be imposed on the specific probe locations 
by some other design criteria, such as avoiding fuel lines or 
oil service lines. 

The circumferential pressure pattern in a plane downstream 
of the probes is defined as a specific pressure, Pp, at a given 
angle of circumference. The circumferential pressure pattern 
between the probes is assumed to be constant and is equal to 
the free-stream pressure, Ps. The pressure in the wake behind 
the probes is assumed to drop to a minimum pressure equal 
to the thermodynamic static pressure, P0. 

The width of the pressure wake downstream of a probe is 
assumed to be equal to the diameter of the probe. Figure 1 
shows the geometry definitions used in defining the wake width 
at the midspan of the probe. The angle that subtends the 
circumferential arc length at the probe midspan radius is de
fined as /3 and is given by 

= 2 tan" 
2R 

(5) 

This angle will increase as the radial position from the engine 

Nomenclature 

An = coefficients of the Fourier co
sine terms N = 

B„ = coefficients of the Fourier sine N,„ = 
terms 

C„ = vector amplitude of the Fou- Nf = 
rier coefficients 

[C\ = structural damping matrix n = 
Dr = modal amplification factor 
d = probe diameter P = 
/ = objective function 

F(0 = vector of time-dependent fore- Po = 
ing function 

g = constraint functions Pp = 
/, j = indices 
[K\ = structural stiffness matrix Ps -
Kr = modal stiffness 

[M] = structural mass matrix q = 
M = number of spatial divisions r = 

within a wake 

number of movable probes 
number of modes to be used in 
the modal analysis 
number of frequencies to be 
constrained 
integer value of the excitation 
order 
vector defining the spatial de
pendence of the loading 
minimum pressure within the 
wake behind a probe 
pressure magnitude within the 
wake behind a probe 
free-stream pressure between 
probes 
number of spatial increments 
variable index of the natural 
frequency mode number 

Rr 
U(0 

a 

P 

e 

e 
tr 

* r 

4>w 

fi 
av 

= frequency ratio = Q/ur 
= displacement vector of physical 

coordinates 
= design variable 
= angle subtending the arc length 

of the probe diameter 
= integration error 
= circumferential angle 
= modal damping factor for the 

rth mode 
= normal mode shape for the rth 

mode 
= phase angle of the nth excita

tion order in the rth normal 
mode 

= rotational speed of the rotor 
= natural frequency of the rth 

mode 
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Fig. 2 Pressure pattern for five equally spaced circumferential ther
mocouple probes with 0.25 in. probe diameter and 7.0 in. radius at mid-
span of the probes 

centerline is decreased. Thus, the optimization analysis is also 
a function of the particular radius from the engine centerline 
used. The methodology presented here does not currently ac
count for the change in the Fourier coefficients as a function 
of the radius. However, this was judged to be a tolerable 
modeling expedient. The analysis for the example given in this 
paper was performed at the midspan radius of the probe, which 
gives a good approximation of the total forcing function. 

The pressure in the wake downstream of a probe varies with 
the circumferential angle. The angle /3 is normalized to range 
from zero to IT so that the pressure is represented by a sine 
squared function using the normalized angle, that is 

P„ = (Ps-Po) 1-sin 0 M (6) 

where Mis the number of divisions of (3. Experimental testing 
has shown that this mathematical definition of the pressure is 
quite accurate [5]. 

As an example, the circumferential pressure distribution 
shown in Fig. 2 is given for the case where the pressure dif
ference between the free-stream pressure and the static pressure 
is normalized to one. There are five identical probes of 0.635 
cm (0.25 in.) diameter, spaced 72 deg apart, and at a radius 
of 17.78 cm (7.0 in.). 

Fourier Analysis 

For a given number of probes at specified circumferential 
locations, the resulting pressure versus circumferential angle 
for a complete traverse of the turbine stage can be developed 
and represented by a Fourier series [6]. In the general case, 
this pressure pattern will have a spatial period equal to the 
probe mid span circumference, or in angular measure, 2ir. 
Thus: 

Pp{e)=A0+Yi {An cos (ne)+B„ sin (nd)} (7) 

The Fourier coefficients of the pressure pattern may now be 
evaluated using the well-known Euler formulas: 

--IS 
in = ~ \ PP< 

IT J_r 

PP(d)d6 

B„=-

,(6) cos (nd)dd 

Pp(6) sin (nd)dO (8) 

The pressure pattern may also be described in the vector am
plitude form: 

where 

PP(8)=J]cr cos (nQ + 4>„) 
B = l 

C„=\JAI+BI 

(9) 

= tan 
B„ 

(10) 

Using simple numerical integration methods, the Fourier 
series coefficients described in Eq. (8) can be easily obtained 
for a specific pressure distribution. A Simpson's rule numerical 
integration scheme was used in this study to evaluate the Fou
rier coefficients. 

In the frequency domain, the forcing function can be spec
ified conveniently by these Fourier coefficients. Derivatives of 
the Fourier coefficients with respect to the locations of the 
probes provide the trend of variation of the amplitudes of 
various excitation modes due to the change of probe locations. 
These derivatives are required by the linear programming tech
nique to find the optimal placement of the probes for reduced 
excitation. 

Analysis Procedure 
The problem of the optimal placement of thermocouples 

can be stated as to minimize an objective function, / , which 
can be selected as the amplitude of the most critical mode, 
subject to the design constraints on selected modal amplitudes, 
of: 

tfr^gjz.g? j=l,...,Nf 

and the side constraints of the design variables 

(11) 

af < a, < off i=l,...,N (12) 

where N is the total number of movable probes and the design 
variables are selected as angular locations of the probes. 

Using the first-order Taylor series expansion centered at the 
current locations, / and g of the new placement can be ap
proximated as 

df 
f=h + 2 T"-. ("' ~ a'°) 3a,-

(13) 

Si = Sjo+ y\ T1 Wi-otio) y ' = l , . . . , Nf (14) 
f~t °ai 

to form a linear programming problem over a limited range 
of design variables. Calculations of the derivatives of the ob
jective function and the constraint functions are called sen
sitivity analyses because these derivatives provide the trend of 
variations of those functions due to the change in the design 
variables. In this paper these derivatives are calculated using 
a central finite difference formulation presented in the follow
ing. 

When using central finite difference to perform sensitivity 
analysis, the derivatives are calculated for each design variable 
one at a time. All of the probes except the one for which the 
derivative is being calculated are considered fixed. For the 
design variable associated with the movable probe, a small 
perturbation in the circumferential location is added to and to 
and subtracted from the current probe location. The Fourier 
coefficients are evaluated for the modified circumferential 
pressure patterns resulting from these positive and negative 
perturbations. The derivatives of the coefficients with respect 
to the probe location are approximated by the change in the 
Fourier coefficient amplitudes divided by twice the pertur
bation. For the nth vector amplitude, the derivative with re
spect to the rth design variable is: 
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dC„ C„( + AcQ-C„(-AcQ n = 0, 1, . . . , o o 
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The derivatives of Ai and B„ may also be calculated in the 
same manner. 

Sample Problem 
The methodology developed above was implemented by a 

FORTRAN program for automatic computation. As a sample 
case, the situation of a thermocouple harness containing five 
probes upstream of a turbine stage in a small gas turbine engine 
was analyzed. The probes were uniformly spaced at 0, 72, 144, 
216, and 288 deg. All five probes were given the same diameter, 
0.635 cm (0.25 in.). The pressure difference between the free-
stream pressure and the static pressure was normalized to one. 
The analysis is carried out at the midspan radius of the probes 
which was defined as 17.78 cm (7.0 in.). Figure 2 shows the 
resulting idealized circumferential pressure distribution for this 
example. The turbine blades were considered to be sensitive 
to the fifth-order excitation at the operating rotational speed. 
The design goal was to reduce the magnitude of the fifth-order 
excitation generated by the thermocouple probe wakes. 

As a practical matter, it is not feasible to compute every 
term in the displacement solution summation of Eq. (3). In 
addition, for practical engineering problems, not every Fourier 
coefficient is required to be constrained. Thus, we impose limits 
only on the excitation orders immediately above and below 
the critical excitation order. This is an acceptable approxi
mation as a result of the inverse square relationship of the 
response to the frequency ratio given in Eq. (3). Because of 
this relationship, energy transferred to excitation orders other 
than those in immediate proximity of the critical order will 
have little effect on the response. Therefore, because the fifth-
order excitation was specified as the critical excitation order 
in the example, only the fourth and sixth excitation order 
coefficients are required to be constrained. However, in order 
to demonstrate the capacity of the software developed, the 
first through fourth and the sixth through ninth excitation 
order coefficients are constrained to have an upper limit of 
0.01 on their amplitudes. 

Additional constraints due to the locations of other me
chanical components were: Because of an oil supply line, the 
number one probe (located at 0.0 deg) was not permitted to 
move in the clockwise direction, and, because of a structural 
support, the number five probe (located at 288 deg) was also 
not allowed to move in the clockwise direction. 

To perform the numerical integration to calculate the Fourier 
coefficients, an initial spatial increment of ten points per degree 
of circumference was selected. Using the selected spatial in
crement, the circumferential pressure pattern was discretized. 
The discretization process yields a total of 3600 spatial points 
in one period and allows 1800 Fourier coefficients to be com
puted. The reconstruction of the actual pressure distribution 
requires an infinite series summation of the Fourier coefficients 
and their associated functionals. However, as indicated before, 
each of the individual Fourier coefficients is calculated with a 
high degree of accuracy because of the number of points used 
to define the function in the spatial domain. Therefore, only 
those coefficients and their derivatives pertinent to the objec
tive and constraint functions require calculation. 

The present example used three design variables. The three 
design variables selected, a\, ai, and 0:3, were the locations of 
probe numbers 1,3, and 5, respectively. The objective was to 
reduce the amplitude of the fifth-order coefficient while con
straining the amplitudes of the first through fourth and the 
sixth through ninth-order coefficients to be less than or equal 
to 0.01 psi. At the same time, geometry constraints are placed 
on the maximum motion (in degrees) that the design variables 
may move. 

Therefore, the objective function is stated simply as: 
f=C5 (16) 

while the constraint functions are defined by: 
C,<0.01 /= 1,2, 3,4, 

6, 7, 8, 9, (17) 
and the side constraints on the probe locations are given by: 

- l < a ! < 0 
- 1 < a2 < 1 
- l < a 3 < 0 (18) 

These side constraints prevent the first and fifth probes from 
moving in the clockwise direction (positive changes of a{ and 
a3) but allow the third probe to move in either direction. These 
side constraints also serve as the maximum move limits of 
design variables used for each iteration in the linear program
ming. By experience, these move limits allow the functions to 
be linearized to give a good approximation of the nonlinear 
characteristics of the problem while retaining a reasonable 
computation cost. 

The computation results for this example are presented in 
Tables 1-7. The computation proceeded through three global 
iterations, each with a different integration increment size. 
There are a number of local iterations within each global it
eration. The local iterations of each global iteration are con
sidered converged when all the movable probes cannot move 
with an angle larger than the integration increment size of the 
associated global iteration. A final global iteration is per
formed with a very small integration increment size to verify 
that the analysis has converged. 

The integration increment size is fixed within each global 
iteration. However, the integration increment size is reduced 
by an order of magnitude when computation proceeds from 

Table 1 Change of probe locations (deg) for the first global iteration 

Iteration 
Number 

1 
2 
3 
4 
5 
6 
7 
8 

0 
-1 
-1 
-1 
0 
0 
0 
0 

1 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

0 
0 
0 
0 
0 
0 
0 
0 

2 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

Probe Number 
3 

1.0000000 
1.0000000 
1.0000000 
1.0000000 
1. 0000000 
1.0000000 
0.1000000 
0.0000000 

0 
0 
0 
0 
0 
0 
0 
0 

4 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

0 

-a 
-1 
-X 
-1 
-0 
0 
0 

5 

0000000 
0000000 
0000000 
0000000 
0000000 
2000000 
0000000 
0000000 

Table 2 Change of probe locations (deg) for the second global iteration 

Iteration 
Number 

1 
2 
3 

1 

0.0000000 
0.0000000 
0.0000000 

2 

0.0000000 
0.0000000 
0.0000000 

Probe Number 
3 

0.9500000 
0.0400000 
0.0000000 

4 

0.0000000 
0.0000000 
0.0000000 

0 
0 
0 

5 

0000000 
0000000 
0000000 

Table 3 Change of probe locations (deg) for the third global iteration 

Iteration 
Number 

0 
0 
0 
0 
0 
0 

1 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

0 
0 
0 
0 
0 
0 

2 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

Probe Number 
3 

1.0000000 
0,2470000 
0.0290000 
0.0230000 
0.0080000 
0.0000000 

0 
0 
0 
0 
0 
0 

4 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

0 
0 
0 
0 
0 
0 

5 

0000000 
0000000 
0000000 
0000000 
0000000 
0000000 

Table 4 Probe locations (deg) for the global iterations 

Iteration 
Number 

0 
1 
2 
3 

0 
-3 
-3 
-3 

1 

000000 
000000 
000000 
000000 

17. 
72 
72 
72 

2 

000000 
000000 
000000 
000000 

Probe Number 

144 
150 
151 
152 

3 

000000 
100000 
090000 
397000 

216 
216 
216 
216 

4 

000000 
000000 
000000 
000000 

288 
283 
283 
283 

5 

000000 
800000 
800000 
800000 
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Table 5 Harmonic amplitudes for the first global iteration 

I t e r a t i o n 
Number 

1 
2 
3 
4 
5 
6 
7 
8 

9 8 5 
9 8 5 
9 8 7 
9 8 8 
9 8 8 
9 8 8 
9 8 8 
9 8 8 

C o 

7877 
7877 
0519 
6292 
6302 
6302 
6302 
6307 

0 
0 

• 2 
6 
6 
6 
6 
6 

C, 

1513 
2398 
7436. 
0608 
2 2 0 1 
3 7 8 1 
4572 
4622 

0 
0 
2 
5 
5 
5 
5 
5 

C2 

1540 
2026 
2826 
3680 
3172 
2760 
1481 
1341 

H a r m o n i c 
c i 

0 . 1 5 6 4 
0 . 3 0 3 0 
2 . 9 3 6 9 
6 . 2 0 3 5 
6 . 3 2 1 3 
6 . 4 3 2 9 
6 . 6 9 0 1 
6 . 7 1 9 3 

0 
0 
1 
4 
3 
3 
3 
3 

A m p l i t u d e ( 1 0 ' 3 

C4 

1578 
5238 
8656 
3708 
9343 
6155 
4842 
4732 

C 5 

2 8 . 3 8 4 8 
2 8 . 3 6 4 7 
2 5 . 7 6 4 1 
2 2 . 4 3 0 1 
2 2 . 1 7 1 8 
2 1 . 8 3 3 1 
2 1 . 5 7 7 2 
2 1 . 5 5 2 7 

) 

0 
0 
3 
7 
8 
9 
9 
9 

C 6 

1648 
7463 
9559 
9 1 5 1 
8 0 2 1 
6 2 8 1 
9717 
9928 

0 
0 
1 
4 
5 
5 
6 
6 

c7 

1 6 4 1 
6293 
8865 
9 8 3 1 
3040 
8870 
2187 
2495 

0 
0 
3 
7 
7 
7 
7 
7 

C 8 

1678 
7930 
6298 
0553 
2367 
2993 
7950 
8548 

0 
1 
1 
3 
3 
4 
5 
5 

C9 

1683 
0074 
9934 
4160 
6619 
5743 
0551 
0863 

Table 6 Harmonic amplitudes for the second global iteration 

I t e r a t i o n 
Number 

1 
2 
3 

988 
988 
988 

Co 

6312 
6312 
6312 

C 1 

6 . 4 0 1 9 
6 . 4 5 0 9 
6 . 4 5 2 7 

5 
5 
5 

C2 

2564 
1348 
1303 

Harmon ic Ampli 
c, c4 

6 . 7 7 5 2 
7 . 0 4 7 3 
7 . 0 5 9 4 

3 . 0 8 5 2 
2 . 9 6 5 9 
2 . 9 6 1 3 

t u d e ( 1 0 ' 3 

C5 

2 1 . 5 7 7 5 
2 1 . 3 4 7 5 
2 1 . 3 3 7 3 

) 
C6 

9 . 8 1 5 1 
9 . 9 9 2 4 
9 . 9 9 9 2 

C7 

6 . 4 9 2 2 
6 . 8 5 5 4 
6 . 8 7 2 9 

C 8 

7 . 8 6 3 2 
8 . 4 0 2 2 
8 . 4 2 4 1 

C9 

4 . 9 0 0 3 
5 . 2 2 9 0 
5 . 2 4 2 9 

Table 7 Harmonic amplitudes for the third global iteration 

I t e r a t i o n 
Number 

1 
2 
3 
4 
5 
6 

9 8 8 
9 8 8 
9 8 8 
9 8 8 
9 8 8 
9 8 8 

C o 

6312 
6312 
6312 
6312 
6312 
6312 

9 
9 
9 
9 
9 
9 

C, 

2801 
2473 
2408 
2433 
2410 
2415 

8 
8 
8 
8 
8 
8 

C 2 

6817 
6910 
6975 
6971 
6976 
6972 

Harmonic A m p l i t u d e ( l o ' 3 

C 3 

9 . 0 4 3 9 
9 . 2 6 4 9 
9 . 3 1 3 2 
9 . 3 0 7 2 
9 . 3 1 2 2 
9 . 3 1 0 5 

C 4 

2 . 2 2 0 1 
1 . 8 3 8 1 
1.7462 
1 .7570 
1 .7484 
1 .7513 

C
5 

2 1 . 5 0 6 7 
2 1 . 2 3 6 5 
2 1 . 1 6 7 6 
2 1 . 1 7 5 7 
2 1 . 1 6 9 2 
2 1 . 1 7 1 6 

) 
C 6 

9 . 8 2 5 9 
9 . 9 7 0 3 

1 0 . 0 0 2 0 
9 . 9 9 8 3 

1 0 . 0 0 1 2 
1 0 . 0 0 0 2 

7 
7 
7 
7 
7 
7 

C 7 

1561 
6561 
7924 
7761 
7890 
7845 

8 
8 
8 
8 
8 
8 

=8 

3794 
8714 
9865 
9730 
9838 
9800 

4 
5 
5 
5 
5 
5 

C, 

8395 
2421 
3408 
3293 
3384 
3353 

one global iteration to the next. The analysis within the first 
global iteration uses an integration increment size of 0.1 deg. 
Once the local iterations converge, the step size is reduced to 
0.01 deg. The second global iteration then continues beginning 
from the probe positions determined in the last global iteration. 
The smaller integration increment size increases the accuracy 
of the Fourier coefficient calculation and the sensitivity anal
ysis. Therefore, the algorithm may move the probes a larger 
amount in the local iteration immediately following the inte
gration increment size change. However, the trend of conver
gence is always in toward the order of the step size. The analysis 
proceeds within the seconds global iteration until the local 
iterations converge. The integration increment size is reduced 
further to 0.001 deg and the analysis continues until the local 
iteration converges. Tables 2 and 3 clearly show this behavior 
occurring in the first local iteration after the integration in
crement size change for both the second and third global it
erations. 

In our example, the overall program was considered con
verged when the change in location of any one of the movable 
probes was less than 0.001 deg. This limit was set from the 
practical consideration that angles smaller than this cannot 
easily be measured in a manufacturing situation. This con
vergence criterion was reached after the third global iteration. 
A final global iteration was run with a very small integration 
step size of 0.0005 deg. Since the changes of all of the probe 
locations were zero at the first local iteration of the fourth 
global iteration, it was verified that the algorithm had con
verged. 

Table 4 shows an iteration history of the probe locations. 
For each iteration, the change in the angular location of each 
probe is given. Because their position specifications are fixed, 
there are no changes in the locations of the number 2 and 4 
probes. 

Tables 5-7 show the iteration history of the harmonic am
plitudes. Figure 3 is a histogram showing the change in the 

EXCITATION ORDER 

Fig. 3 Initial and final vector amplitudes for the example 

vector amplitudes of the first nine excitation orders between 
the condition at the beginning of the analysis and the condition 
at the conclusion of the analysis. After three global iterations, 
amplitude of the fifth-order excitation has been reduced by 26 
percent. The amplitudes of all other excitation orders have 
been increased and are approaching the constraint upper limit. 
The amplitudes of the first, second, third, sixth, and eighth-
order excitations have closely approached the constraint upper 
limit of 0.01 psi. Because the amplitudes of these coefficients 
are approaching the upper limit, an alternate convergence cri
terion could be specified by defining a tolerance bound on 
these constraint amplitudes. 

Three simple examples of the application of the methodology 
are represented in the Goodman diagram shown in Fig. 4. For 
a linear system, a 26 percent reduction in the excitation force 
will result in a 26 percent reduction in the alternating stress. 

Consider the following three hypothetical cases. The first 
case is an engine component with a mean stress of 25 ksi, and 
an alternating stress of 11 ksi, point A in Fig. 4. Assuming 
that the contributions to the alternating stress from excitation 
orders other than the fifth order are negligible, a reduction of 
26 percent in the alternating stress brings the alternating stress 
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Fig. <J Goodman diagram for the sample problem 

to 8.14 ksi, or point B in Fig. 4. Using the Goodman line at 
temperature I, Fig. 4 clearly shows that such a reduction in 
alternating stress brings the component from the finite life 
region to the infinite life region. 

The second case again uses the Goodman line at temperature 
I. This case is that of an engine component with a mean stress 
of 25 ksi and an alternating stress of 7 ksi, point C in Fig. 4. 
This stress condition provides a vibratory margin of 2.64 ksi. 
A reduction of the alternating stress by 26 percent brings the 
alternating stress to 5.18 ksi, point D. In this case the mean 
stress may safely be increased to 33.5 ksi while retaining an 
infinite life of the component and maintaining a vibratory 
margin of 2.64 ksi. This increase in allowable mean stress 
means that the component could be operated safely at a speed 
16 percent higher, thus improving performance without sac
rificing component life or vibratory margin. 

The third case is that where the engine component also has 
an alternating stress of 7 ksi and a mean stress of 25 ksi. With 
a 26 percent reduction of the alternating stress, from 7 ksi to 
5.18 ksi, and a constant mean stress, the temperature of the 
component could be increased. With an increase in tempera
ture, the Goodman line would move from that given by the 
temperature 7 line to that at temperature 77, the dashed line 
shown in Fig. 4. An increase in the overall temperature of the 
engine will result in improved performance. By reducing the 
forcing function acting on the blades, the alternating stress in 
the blades will be reduced. A temperature increase to improve 
engine performance can then be made without sacrificing com
ponent life. 

All three of these examples demonstrate a marked improve
ment in the quality of the components resulting from reduction 
of the forcing function driving the vibration of the compo
nents. The application of this methodology allows any one or 
a combination of all three improvements to be made to an 
engine component. 

Conclusion 
A methodology has been presented that provides a simple 

and powerful automated tool for use in reducing the amplitude 
of the excitation generated by thermocouple probes upstream 
of a turbine rotor. Using this methodology, the aerodynamic 
parameters upstream of the probes are not altered. Therefore, 
the aerodynamic performance of the engine is impacted min
imally. The methodology presented is capable of handling a 
large spectrum of complex design situations. The methodology 
associated with this type of problem. This is accomplished by 
providing a computational approach for determining the lo
cations of thermocouple probes to reduce the downstream 
wake excitation amplitudes. The algorithm itself is highly ef
ficient. The example given in this paper was executed on an 
IBM 3090 mainframe computer using 14.4, 53.4, 460.2 CPU 
seconds for the first, second, and third global iterations re
spectively. The verification run required 145.2 CPU seconds 
to confirm the convergence of the solution. 

The methodology can be extended in the following manner. 
First, the methodology can be adapted to consider other objects 
in the flow path. The methodology has general applicability 
if the pressure wake downstream of the obstruction can be 
described in a piecewise analytic manner. Thus excitations 
generated by stator vanes or inlets or inlet struts may also be 
considered by the methods presented here. Secondly, a pseudo-
three-dimensional analysis may be conducted by including the 
effects of various radii on the Fourier coefficients. Finally, a 
transient response analysis can be included, if desired, by in
cluding the system initial conditions in the solution of Eq. (1). 

In summary, this paper presents an effective and efficient 
methodology to improve the quality and reliability of gas tur
bine engine components. The software developed to implement 
this methodology is highly accurate and cost effective. There
fore, component quality assurance can be achieved with re
duced design effort. 
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Development of a Regenerator for 
an Automotive Gas Turbine Engine 
It is vital to estimate the temperature effectiveness and pressure loss of the regenerator 
accurately when designing a gas turbine engine because these characteristics basically 
determine the size, weight, and fuel consumption of the regenerative gas turbine 
engine. In operation of an actual engine, regenerators often fail to attain the char
acteristics predicted by conventional methods, because there are many performance-
reducing irregularities such as the nonuniform velocity distribution of gases flowing 
into the core. In this paper, a prediction method that is based on data from actual 
engine tests is examined as a way to predict regenerator temperature effectiveness 
and pressure losses when there are causes for deterioration of these characteristics. 
This method resulted in a system, taking the deterioration of these characteristics 
into consideration as they occur in an actual engine, that represents temperature 
effectiveness and pressure loss as the function of core specifications such as the core 
size and the core matrix. This prediction method was then used to predict the 
regenerator characteristics of actual engines with more than satisfactory results (the 
accuracy is ± 1.25 percent for temperature effectiveness and ±4 percent for pressure 
loss). 

Introduction 
Regenerators are indispensable to automotive gas turbine 

engines since they greatly influence the engines' size, weight, 
and fuel consumption characteristics [7-15]. Thus, it is im
portant to estimate characteristics such as temperature effec
tiveness and pressure loss accurately from the regenerator core 
specifications. 

For ideal conditions, the regenerator characteristics can be 
calculated with the values of the core characteristics, which 
are Nusselt number and friction factor: / 'Re. However, the 
nonuniformity of velocity distribution of the gas flowing into 
the regenerator of an actual engine occurs in both the radial 
and circumferential directions along the surface of the core 
m. 

This nonuniformity of velocity decreases the temperature 
effectiveness, particularly in the high efficiency region (r\HE > 
0.8), and increases pressure loss, which is a main factor for 
the deterioration of the engines' regenerator performance. 

The high-efficiency region is critical for automotive gas tur
bine engines and it is undoubtedly important to the develop
ment of gas turbine engines to be able to grasp and predict 
the regenerator characteristics under such conditions. Fur
thermore, it is desirable that the temperature effectiveness can 
be calculated without using the Nusselt number, since it is 
considered to be difficult to find a reliable value of the Nusselt 
number. (The Nusselt number can be calculated under some 
boundary conditions. However, it is difficult to obtain reliable 
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boundary conditions. Furthermore, passage-to-passage non-
uniformity in matrix shape exists.) With these points in mind, 
a new prediction method based on engine data was studied. 

The method in this paper represents, first, the temperature 
effectiveness in actual engines as a function of the core spec
ification using simulated results that take variables such as 
nonuniform gas velocity into consideration. Second, pressure 
loss characteristics of various ceramic cores are measured and 
represented as a function of core specifications. Then, methods 
for applying the results obtained from the above to actual 
engines are studied. 

Regenerator Under Development 
Figure 1 shows the GTV, which TOYOTA developed as an 

experimental gas turbine powered passenger car. The two-shaft 
regenerative gas turbine engine as shown in Fig. 2 is installed 
in the GTV and its basic specifications are shown in Table 1 
[17]. 

A schematic diagram of the regenerator is shown in Fig. 3. 
The MAS (Magnesium Aluminum Silicate) core is driven by 
a peripheral ring gear. 

As the MAS and AS (Aluminum Silicate) material strengths 
were low compared with the LAS (Lithium Aluminum Silicate) 
material, a pin-type support system1 was not feasible with the 
MAS and AS materials. However, the pin-type support system 
has high reliability during high-temperature operation and ex
cellent potential for withstanding temperature increase in fu-

In this paper, "pin-type support system" indicates a method where pins, 
located along the periphery of the matrix core, supported by two metallic springs 
each couple the core with the peripheral ring gear. 
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Table 1 Specifications of GT41 engine

Fig. 3 Schematic of flow pattern through regenerator
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Heat Exchanger Rotary Regenerative Type
Reduction Gear Ratio 10. 13
lAaximun Output 150 Ps /5300 rpm

adhesive for joining the pin to the matrix. A heat exchanger
equipped with the MAS core that uses such a pin-type support
system is in the GTV now being road tested. Cores of various
matrix specifications are being used in engine tests. The core
shown in Fig. 4 has a density of 1240 cells/in. 2 and its spec
ifications are shown in Table 2. The cells are rectangular in
shape, with an aspect ratio of 1: 1.7.

Fig. 1 Toyota GTV

Fig.2 GT41 gas turbine engine

ture turbine systems because the support is mechanical. Thus,
we developed a pin-type support system regenerator with a
core made of the MAS material that has superior characteristics
at high temperature and low leakage characteristics through
the walls [4].

The development of a pin-type support system with the MAS
core was achieved by matching the thermal expansion coef
ficient of the pin material with that of the matrix material (<Xpin

= <Xmatrix = 0.4 X 10- 6 Irq and by developing an improved

Temperature Effectiveness
The purpose herein is to show regenerator temperature ef

fectiveness as a function of core specifications, based on engine
data. First, temperature effectiveness was represented as a
function of core specifications, without considering perform
ance deterioration. Then the equations were modified by taking
into account the effects of nonuniform gas velocity distribu
tions. The validity of the altered equations was verified by
testing engines with different core specifications.

Nomenclature -------------- _

A
Cmin , Cmax

Cp

f
g

Ga
h

K
NTUo

Nu
p

APa
APg

Re
T
v

<Xa, <Xg, {3a, (3g

'Y
YJHE

heat transfer area, m2

heat capacity rate, kcallh· K
specific heat at constant pressure, kcall
kg·K
friction factor
acceleration due to gravity = 9.80665 m/s2

gas flow rate, kg/s
unit conductance of thermal convection
heat transfer, kcallh· m2K
pressure loss coefficient defined in Eq. (3)
overall number of heat transfer units
Nusselt number = h·Hd/'A
pressure, kg/cm2

pressure loss in air side, mmAq
pressure loss in gas side, mmAq
Reynolds number = v·Hd/v
temperature, K
gas velocity, m/s
empirical constants defined in Eqs. (5) and
(6)
specific weight, kg/m3

temperature effectiveness of regenerator

'A = thermal conductivity, kcall(h.m2K/m)
lJ = kinetic viscosity, m2/s

Core Specification
L thickness of regenerator core
D core diameter

H d hydraulic diameter, m
n cell density, cell/in.2

t wall thickness of matrix
Veff effective volume of core, m3

{3 heat transfer area per unit volume, m2/m3

a = ratio of free area to frontal area

Subscripts
a air side in regenerator
g gas side in regenerator
I laminar flow
t turbulent flow
3 outlet of compressor

3.5 outlet of regenerator in air side
6 outlet of power turbine
7 outlet of regenerator in gas side
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Fig. 4 Regenerator core of GT41 engine 

Table 2 Specifications of regenerator core 

Cell Density 
Hydraulic Diameter 
Open Area Ratio 
Heat t rans fer area 
per un i t volume 

Matr ix shape 

Mater ia l 
Wall thickness 

; n (1/ inch2) 
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; a 
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No. 
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Table 3 Calculating 

Core 
Diameter 
Dp |mm) 

400 
500 
600 
700 
600 
600 
600 
600 
600 
600 
600 
600 
600 
600 

Core 
Thickness 

L (mm) 
70 
70 
70 
70 
50 
90 

110 
70 
70 
70 
70 
70 
50 
90 

Ce l l 
Densi ty 
n i l / i n c h ' ) 

1000 
1000 
1000 
1000 
1000 
1000 
1000 

800 
1200 
1400 
1000 
ioob 
1000 
iooo 

c o n d i t i o n s 

Wall 
Thickness 

t 1mm) 
0.10 
0.10 
0.10 
0.10 
0.10 
0. 10 
0.10 
0.10 
0. 10 
0.10 
0.09 
0. 10 
0.10 
0.10 

T0 

r« 
700 
700 
700 
700 
700 
700 
700 
700 
700 
700 
700 
900 1 

1100 
700 

C), Core Ro ta t i ona l Speed = 25 (rpm), 
Rate=0.05 , 0 . 1 , 0.2 0.3, 0 .4 , 0 .5, 0.6, 0 . 7 , 0 . 8 
mber ; Nil = 3.63 fo r Square Ma t r i x , 

3.11 f o r E q u i l a t e l a l T r iangu la r Matr 

Mat r i x 
Shape 

Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 
Square 

E q u i l a t e r a l 
T r iangu la r 

1.0 (Kg/sec) 

X 

Empirical Equation of Temperature Effectiveness in the Case 
of Uniform Velocity Distribution. Papers on methods to cal
culate the performance of regenerators have been published 
[2, 3] that showed a way whereby the temperature effectiveness 
can be found numerically by dividing the core into many cells 
and then taking the heat transfer and heat balance of each cell 
into consideration. This method was used to find numerical 
values for the temperature effectiveness of various core spec
ifications, and usage conditions, as shown in Table 3. (This 
condition was determined from the usage conditions of au
tomotive gas turbine engines.) 

As a result of study on the empirical equation, temperature 
effectiveness obtained from these calculations can be expressed 
as a function of core specifications. The results are shown in 
Fig. 5. The terms {Hd/{NuPVM)}Ga/Ta

m
n and W(l->taE) 

(=1/NTU0) were estimated from the analysis shown in the 
Appendix. It can be seen that under the conditions covered by 
these calculations, the temperature effectiveness is expressed 
univocaly by {/fd/(Nu(3Keff)]Ga/ri73. Thus, it is considered 
that the term [Hd/(,N\ipVe!!)]Ga/T„ can be used as an in
dicator of temperature effectiveness. 
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Fig. 5 Numerical solution for various core specifications 
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Fig. 6 Temperature effectiveness versus gas flow rate (nonuniformity 
in radial direction) 

0.2 0.4 
Gas Flow Rate 

Nonuniform Gas Velocities Flowing Into the Core. In the 
case of a nonuniform velocity distribution of gases flowing 
into the core, simulations were performed by applying the 
above-cited numerical calculation method. Then a study was 
made of the results of these calculations to determine whether 
{Hd/(NupVeff)}Ga/T°m

n can be used as an indicator similar 
to the previous section. 

It is assumed that the distribution of the velocity of air and 
gases flowing into the core would be nonuniform in two di
rections, radial and circumferential. These distributions are 
further divided into three kinds: 

1 Distribution on the air side. 
2 Distribution on the gas side. 
3 Distribution on both the air and gas sides. 
Because there seems to be no essential difference between 

the above three items, distribution on the gas side is considered 
here. 

Nonuniformity in the Radial Direction. Figure 6 compares 
the results of calculations on the basis of uniform gas velocity 
distribution and nonuniform distribution in the radial direc
tion, on the gas side. As can be seen in this figure, three kinds 
of nonuniformities in the radial direction were considered here 
(strong toward the center), i.e., V\/v2 = 0.25, 0.50, and 0.75. 

The difference of temperature effectiveness from uniform 
velocity distribution is small in the region of a large flow. 
However, with uniform velocity distribution, when Ga ap
proaches zero, then T\HE approaches 100 percent. In compar
ison, as nonuniformity grows larger and as Ga approaches 
zero, then i\HEtends to decrease. 
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Fig. 7 Temperature distribution at the exit face of core 
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Fig. 9 Temperature effectiveness calculated for various core specifi
cations (nonuniformity in radial direction) 
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Fig. 8 Temperature effectiveness versus gas flow rate (nonuniformity 
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Figure 7 shows the results of calculations of the operational 
gas temperature at the exit face on both the air and gas sides 
when Ga is 0.4 (kg/s). When the gas is distributed uniformly, 
the distribution of temperatures in the radial direction of the 
core is also small. The temperatures at the center on the gas 
side, however, increase in the case of nonuniformity. This 
means that effective heat transfer has not occurred in these 
areas, so high-temperature gas is exhausted. 

Nonuniformity in the Circumferential Direction. Figure 8 
compares the results of calculations carried out when there is 
nonuniformity in the circumferential direction and complete 
uniformity. (As can be seen in this figure, two kinds of non-
uniformities were considered, i.e., Vi/v2 = 0.25 and0.5.) Com
pared to results obtained when no nonuniformity is present, 
the deterioration of the temperature effectiveness is small on 
the low flow side and large on the high flow side. 

EmpiricaJ Equation When Nonuniformity Is Present. 
When nonuniformity is present, as previously discussed, it is 
assumed that the temperature effectiveness can be expressed 
as some function of the term (//rf/(Nu/3Keff) j Ga/T0^71. Figures 
9 and 10 show the results of calculations for various core 
specifications. Figure 9 is a case of nonuniform distribution 
in the radial direction. Figure 10 is one of nonuniform distri
bution in the circumferential direction, and also for nonuni
form distribution in both the radial and circumferential 
directions. These results show us that 1/NTU0 is a principal 
function of the term [ 7/rf/(Nuj8 VeSS)} Ga/ T°m

n, which indicates 
core specifications and engine operating conditions. 
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Fig. 10 Temperature effectiveness calculated for various core speci
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Fig. 11 Temperature effectiveness measured in engine 

Accordingly, if this relationship is obtained with a certain 
engine, temperature effectiveness can be predicted by using 
this relationship even if matrix specifications and core sizes 
are changed. Furthermore, temperature effectiveness of the 
regenerator can be approximated as follows with an accuracy 
of ±0.5 percent within a range of 0.8<t)HE<0.94: 

1 Hd Ga 

Nfur a , 'Nu^*7F + a2 ( ) 

where cq and a2 are empirical constants determined by the 
regenerator. 

Practical Application of Equation (1). Figure 11 shows 
temperature effectiveness i\HE versus relative air flow rate meas-
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Fig. 13 Engine test results with different core thicknesses 

ured in an engine, and Fig. 12 shows the application of Eq. 
(1) to these results in order to prepare an empirical equation 
of temperature effectiveness. Obviously, the temperature ef
fectiveness seen in Fig. 12 approximates the temperature ef
fectiveness in an actual engine with nonuniform gas velocity 
distribution and other factors that lower effectiveness. 

Thus, we can say that if empirical Eq. (1) of the regenerator 
temperature effectiveness is prepared with a certain engine, 
the temperature effectiveness can be predicted with this equa
tion even if matrix specifications and core size are changed. 
The following verifies the validity of this prediction method 
when core specifications of the regenerators in engines are 
changed. 

Engine Verification Results. Tests for two different cases 
were performed with engines. In one, the core thickness was 
changed; in the other, the matrix specifications were changed. 

In the Case of a Core Thickness Change. Figure 13 shows 
1/NTU0 for Ga/(VenT°m

n) obtained with the engine test (as 
the core matrix was unchanged, this term was used instead of 
{#/(Nu/3Feff)]G«/T°;73 as the horizontal axis of the graph). 
Note that both sets of data are virtually in a straight line, 
despite the change of core thickness. Thus, change of core 
thickness can be predicted effectively by Eq. (1) with an ac-
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Fig. 14 Temperature effectiveness measured in engine 
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Fig. 15 Verification of prediction method 

curacy of ±1.25 percent, even when the engine has factors 
such as nonuniform gas velocity distribution that lower the 
temperature effectiveness. 

In the Case of a Matrix Specifications Change. Figure 14 
shows the results of tests in which the matrix specifications 
were changed. The two kinds of cores were tested. 

Figure 15 shows 1/NTU0 for [//rf/Nu/3Keff) ] Ga/T°m
n. It can 

be seen that the data from the two engines are virtually spread 
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Table 4 Comparison 
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of flow friction characteristics (square matrix) 
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Fig. 17 Example of pressure loss distribution calculated 

over a single line, which means that we can assume that changes 
in matrix specifications can be accurately predicted by Eq. (1) 
with an accuracy of ±1.25 percent. 

Pressure Loss 
The objective herein is to determine the pressure loss in an 

engine as a function of core specifications of a regenerator. 
First, the pressure loss of ceramic cores with various matrix 
specifications (with square matrices) was measured. Analysis 
of these measurements allowed pressure losses to be divided 
into laminar and turbulent pressure losses and expressed as a 
function of the core specifications. 

Next, practical application of the results in predicting the 
pressure loss of the regenerators in engines were studied. 

Core Pressure Loss. It is considered that there are four 
contributing factors to pressure loss of the core: passage fric
tion, entrance/exit effects, and flow acceleration [16]. Within 
the scope of automotive gas turbine engines, the major part 
of core pressure loss is due to passage friction. As a result of 
the study in [1], the pressure loss of cores was explainable by 
using the two terms representing laminar and turbulent com
ponents, as follows: 

AP=AP/ + APt 

AP, = 4/ . yv 

Hd'^g~ 

yv 
AP, = # • -£ -

(2) 

(3) 

Reference [1] contains the figures obtained through meas
urement of pressure loss in ceramic cores of various matrix 
specifications (Fig. 16). As a result ofthe analysis, the laminar 
and turbulent components of the core pressure loss could be 
expressed as a function of core specifications. 

On the other hand, the numerical value of laminar pressure 
loss coefficients/*Re can be obtained by computing. (As the 
laminar pressure loss accounts for the majority of total pressure 
loss, the laminar pressure loss is discussed here.) The numerical 
and empirical values of/«Re for a square matrix are compared 
in Table 4. The empirical value is 4.5 percent lower than the 
numerical value. This difference may be attributed to passage-
to-passage nonuniformity ofthe matrix core. Although further 
study will be necessary to establish precisely the cause of the 
above difference, the authors consider that if the ratio of the 
numerical value to empirical value is taken into account, lam
inar pressure loss for matrix shapes other than square can be 
obtained accurately enough for practical use. (Numerical val
ues of laminar pressure loss with various shapes can be cal
culated [5, 6].) 

Pressure Loss During Actual Engine Operation. Pressure 
loss in actual engine operation tends to be greater than that 

registered by the core alone because of several conditions under 
which regenerator cores are actually used: 

1 The temperature gradient along the core passage is sharp. 
2 Because temperature dispersion occurs along the face of 

the regenerator core, pressure loss tends to follow these 
dispersion characteristics. 

3 The distribution of velocities (and temperature) of air 
and gas flowing into the regenerator tend to be non
uniform. 

4 In addition to pressure losses attributable to the core, 
there are pressure losses caused by the ducts before and 
after the core. 

In order to calculate the pressure loss of the regenerator by 
use of pressure loss coefficients of the core mentioned above, 
the influence of these factors must be corrected. Therefore, 
regenerator and engine tests were both carried out and the 
influence of the above factors studied quantitatively. 

Regenerator Testing. When the inside of the core exhibits 
a temperature gradient, the laminar pressure loss can be cal
culated with the following equation: 

AP, 

where yz and vz are the functions of the distance Z from the 
core entrance and/;, can be calculated wi th / . = (/«Re)/Re. 

Also, as shown in Fig. 17 (the results of numerical calcu
lations), the pressure loss distribution is not uniform because 
of nonuniformity of the temperature distribution along the 
surface of the core, even if the velocity distribution is uniform. 
Therefore, the average pressure loss ofthe core can be obtained 
by integrating and averaging the values obtained from the 
equation above. 

In practice, however, this calculation is inconvenient. There
fore, with the results of simulations of various conditions, it 
is considered that sufficient accuracy can be obtained with Eq. 
(4), which uses average physical property values at the core 
entrance and exit: 

L ImVrr 
AP, = 4/m .—.J 

Hd 2g 
(4) 

In order to verify Eq. (4), a full-size test rig was built and 
pressure loss was measured. Figure 18 shows a schematic flow 
diagram of the test rig. 

Figure 19 compares the measured pressure losses with Eq. 
(4) predictions (the turbulent pressure loss value was derived 
from Eq. (3)). The close agreement shown in this figure con
firms the accuracy ofthe prediction method, making it possible 
to calculate the pressure loss for the regenerator, which has 
factors (1) and (2) mentioned above. 

Engine Testing. Not only does the engine have nonuni-
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Fig. 18 Schematic diagram of regenerator test rig 
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Fig. 19 Comparison of pressure loss 

formity of gas flow distribution in the regenerator, but it also 
incurs pressure losses caused by the engine duct systems located 
before and after the core. As with the core itself, measured 
pressure loss in the engine was classified into laminar and 
turbulent components, and expressed as follows (a„, ag, ft,, 
and fig are empirical constants derived from analysis of data 
from the engine): 

APa = (APe),+ (Wa), = aa 

APg = (APg),+ (APg)t = 

(5) 

(6) 

where Tam = (T3 + T35)/2, Tgm = (T6 + T7)/2. 
In the above equation, the subscript / represents the laminar 

pressure loss in the core passage and the subscript t represents 
the sum of turbulent pressure loss caused by the core entrance/ 
exit and the engine duct system. To clarify the amount of 
pressure loss increase resulting from the aforementioned fac
tors (3) and (4), the laminar and turbulent core pressure loss 
coefficient/-Re and K, previously discussed, were converted 
and introduced into these equations as a, @. Table 5 compares 
two a and j3 (gas side only). 

The following is clarified by this Table 5: 
1 The ratio of (a)engine to (cc)core is 1.11. Since nonuni-

formity of the velocity exists, it is assumed to cause an increase 
in laminar pressure loss. 
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2 The difference between ((3)engineand (/3)core (2.24 - 0.156 
= 2.084) indicates the turbulent pressure loss due to the engine 
ducts. 

Accordingly, the aforementioned factors (3) and (4) can be 
corrected with the above items, and the regenerator pressure 
loss in this engine can be determined as a function of the core 
specifications. 

Verification Using An Actual Engine. Engine tests were 
conducted to verify the prediction method obtained above. 
Figure 20 compares measured values with predicted results for 
pressure loss on the gas side. In this figure, blanked symbols 
show predicted values and shaded symbols show measured 
values. The predicted value is found by using Eq. (6) above. 
The empirical constants ag, /3g in the equation are obtained by 
correcting the core pressure loss coefficients with the method 
mentioned previously. Note that the figures for both values 
are in accord with the accuracy of ±4 percent. 

Conclusion 
Methods for predicting the main characteristics of auto

motive gas turbine engine regenerators, i.e., temperature ef
fectiveness and pressure loss, based on data obtained from 
actual engine tests, were investigated. 

1 The empirical equation of regenerator temperature ef
fectiveness in an actual engine having nonuniform gas velocity 
distribution was expressed as a function of core specifications, 
which was obtained with simulation results that take the in
fluence of nonuniform gas velocity into consideration. The 
results were satisfactorily verified in actual engine tests. 

2 Pressure losses of various ceramic cores were measured 
and classified into laminar and turbulent components by anal
ysis of the test results. These components were then expressed 
as functions of core specifications. Next, regenerator and en
gine tests were conducted and the pressure loss increase factors 
were analyzed quantitatively so as to be able to apply the core 
pressure loss to an actual engine. As a result, regenerator 
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pressure loss in the engine was found to be a function of the 
core specifications. This prediction method was satisfactorily 
verified with actual engine tests. 

This study resulted in a new method, representing the re
generator characteristics as the function of core specifications, 
which can be used to predict the temperature effectiveness and 
pressure loss of regenerators operating in actual engines. 
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A P P E N D I X 

Study on Empirical Equation of Temperature Effec
tiveness 

Assuming uniformity in gas velocity distribution and vir
tually infinite core rotation speed, the temperature effective
ness of a regenerator can be found analytically and represented 
by the following equations in the same manner as for coun-
terflow direct type regenerators: 

VHE = 
l - e x p ( - N T U 0 ( l - C m i n / C m a x ) ) 

1 - (Cmin/Cmax)exp { - NTU0(1 - Cmin/Cmax) 1 

NTU„ 
1 1 

C m i n l/(hA)air+l/(hA)g. 

( A l ) 

( A 2 ) 

In addition, when Eq. (Al) is applied to a gas turbine engine, 
it will become Eq. (A3), because Cmin/Cmax approaches unity. 

VHEZ 

N T U 0 

1 + N T L L 
( A 3 ) 

F r o m E q . ( A 2 ) , 

N T U „ 
1 

(Cp)airG3 { / N u X / 3 ^ 
1/ 

Hri 
+ 1/ 

/NuX/3KN 

where Xair = Xgas, then set to X„,, and Vair = Fgas = 2.0 Kd 

the above equation is as follows: 

1 Hd 

NTU0 NuX,„SKef 
•Ga 

where a = constant determined for each regenerator; Keff = 
volume of effective portion of core ( = {R\ - Rf)irL; Ru R2 

are the inner and outer radii of the core, respectively). 
In addition, the above equation can be represented as Eq. 

(A4) because the thermal conductivity of air can be set ap
proximately as Xm = CT°,™ in the region where the actual 
engines operate (Cis a proportional constant and T„, is a mean 
temperature of the regenerator: Tm = (T3 + T6)/2). 

1 Hd Ga 

NTU„ Nu/3I/eff K 
(A4) 
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